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ABSTRACT

Diarization systems are an essential part of many speech processing applications, such as speaker indexing,

improving automatic speech recognition (ASR) performance and making single speaker-based algorithms

available for use in multi-speaker domains. This thesis will focus on the first task of the diarization process,

that being the task of speaker segmentation which can be thought of as trying to answer the question

‘Did the speaker change?’ in an audio recording.

This thesis starts by showing that time-varying pitch properties can be used advantageously within the

segmentation step of a multi-talker diarization system. It is then highlighted that an individual’s pitch is

smoothly varying and, therefore, can be predicted by means of a Kalman filter. Subsequently, it is shown

that if the pitch is not predictable, then this is most likely due to a change in the speaker. Finally, a novel

system is proposed that uses this approach of pitch prediction for speaker change detection.

This thesis then goes on to demonstrate how voiced harmonics can be useful in detecting when more than

one speaker is talking, such as during overlapping speaker activity. A novel system is proposed to track

multiple harmonics simultaneously, allowing for the determination of onsets and end-points of a speaker’s

utterance in the presence of an additional active speaker.

This thesis then extends this work to explore the use of a new multimodal approach for overlapping

speaker segmentation that tracks both the fundamental frequency (F0) and direction of arrival (DoA) of

each speaker simultaneously. The proposed multiple hypothesis tracking system, which simultaneously

tracks both features, shows an improvement in segmentation performance when compared to tracking

these features separately.

Lastly, this thesis focuses on the DoA estimation part of the newly proposed multimodal approach. It

does this by exploring a polynomial extension to the multiple signal classification (MUSIC) algorithm,

spatio-spectral polynomial (SSP)-MUSIC, and evaluating its performance when using speech sound

sources.
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Chapter 1

INTRODUCTION

We, as humans, have evolved to become extremely good at undertaking certain tasks; one such task being

our ability to identify a speaker just from their voice. However, this ability that comes so naturally to us

is extremely hard for a computer to mimic. As a result of this speaker recognition is still an active area of

research today.

One of the main objectives that are of particular interest is that of speaker diarization. This consists of

two tasks, one of which is to classify who is speaking and the other is to identify when they are speaking

in an audio stream. It is normally more simply defined as answering the question: “who spoke when?” in

an audio recording.

Speaker diarization is also normally complicated due to the fact that it is performed without any prior

knowledge of the environment, where both the number of speakers and the amount of speech are unknown.

Over the years, a lot of research has been undertaken to improve the performance of speaker diarization

systems in different situations and under different conditions.

1.1 Motivation and Objectives

The topic of automatic speech recognition (ASR) has been a heavily researched area over the last few

decades; a good review has been presented in [11]. This is due to the obvious benefits that come from

a machine being able to decipher what a speaker has said. Today, many products and services on the

market are taking advantage of this technology ranging from smartphones to smart cars. It appears that

being able to talk to devices is seen as being very convenient.

On the other hand, determining the identity of the speaker in any given speech segment does not, on the

surface, seem as desirable. This does not mean, however, that it is not extremely pragmatic in certain
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(a) Segmentation on speaker change boundaries.

(b) Uniform segmentation.

Figure 1.1: A comparison between speaker change boundary segmentation and uniform segmentation.

situations. The process of speaker diarization can add many favourable benefits to speech technology

systems, some of which include:

1. Aiding transcription and ASR systems

It was shown in [12] that the performance of an ASR system can be greatly improved by the presence

of only one speaker’s speech. This is due to the fact that ASR systems are able to adapt to a single

speaker’s voice. In an environment of multiple speakers it is, therefore, profitable to separate the

speakers in the audio stream so that the ASR system can be run on each speaker individually.

2. Speaker indexing

The most conspicuous benefit of speaker diarization is that of speaker labelling within a multi-speaker

speech signal. This is because a labelled transcription allows for ease of data processing and recovery

by both machines and humans. For example, this richer level of labelled transcription for speech

was recently explored in [13] with a focus given to translation.
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3. Making single speaker-based algorithms a feasible approach for multi-speaker tasks

There are many algorithms that have been developed to work well on individual speakers but will

perform badly when more than one speaker is present. Diarization, however, makes it possible to

use these methods on audio recordings containing multiple speakers. It does this by separating out

all of the audio data for each of the speakers.

This thesis will focus on the first task of the diarization process, that being the task of speaker segmentation

which can be thought of as trying to determine when speakers change in audio recordings. The segmentation

task can often be overlooked, with more research being focused on the task of clustering. This is because

uniform segmentation (see Fig. 1.1(b)) before clustering with a post-realignment step has been shown to

yield good results in the past, e.g. [14]. However, if uniform segmentation is used the segments have to be

small in duration, typically 2.5 s, which makes clustering more difficult as less information is contained in

each segment. Correct segmentation on speaker change boundaries (see Fig. 1.1(a)), however, results in

much larger segments that, in theory, only contain speech from one speaker making the clustering of the

segments a much easier problem. In light of this there is, therefore, a real desire to improve segmentation

systems that can accurately detect when speaker changes occur.

1.2 Original Contributions and Overview

The structure of this thesis is as follows:

Chapter 3

Introduces the concept of temporally tracking a single speaker’s fundamental frequency (F0).

Contributions

(a) A detailed investigation revealing that variations in pitch can be used as a reliable indicator of

speaker changes in the audio of multi-speaker meetings.

(b) The development of a novel method to extract such speaker changes and test them on a widely

available meeting corpus.

Papers

[8] A. O. T. Hogg, P. A. Naylor, and C. Evers, “Speaker change detection using fundamental frequency

with application to multi-talker segmentation,” in Proc. IEEE Int. Conf. on Acoust., Speech and

Signal Process. (ICASSP), May 2019, pp. 5826–5830
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Chapter 4

Expands on Chapter 3 by allowing for the tracking of the F0 of multiple speakers simultaneously.

Contributions

(a) An analysis that shows how voiced harmonics can be used to propagate the pitch of multiple

speakers through periods of overlapping speech and, therefore, how voiced harmonics can be

useful in detecting when more than one speaker is talking.

(b) The proposition of two novel systems that are able to track multiple harmonics simultaneously,

allowing for the determination of onsets and end-points of a speaker’s utterance in the presence

of an additional active speaker.

(c) It is shown that the performance of a state-of-the-art speaker segmentation system can be improved

if the pitch estimates obtained by one of the proposed systems are used as input features for a

neural network.

Papers

[4] A. O. T. Hogg, C. Evers, A. H. Moore, and P. A. Naylor, “Overlapping speaker segmentation

using multiple hypothesis tracking of fundamental frequency,” IEEE/ACM Trans. Audio, Speech,

Language Process., vol. 29, pp. 1479–1490, Mar. 2021

[6] A. O. T. Hogg, C. Evers, and P. A. Naylor, “Multiple hypothesis tracking for overlapping

speaker segmentation,” in Proc. IEEE Workshop on Appl. of Signal Process. to Audio and Acoust.

(WASPAA), Oct. 2019, pp. 195–199

Chapter 5

Builds on the tracking framework from Chapter 4 by tracking both the F0 and direction of arrival (DoA)

features of multiple speakers simultaneously.

Contributions

(a) A novel method is proposed that uses a multiple hypothesis tracking (MHT) framework to track

the F0 and DoA of multiple speakers simultaneously.

(b) It is shown that MHT of both the DoA and F0 can lead to significant improvements in speaker

segmentation performance over tracking just one of these features alone.
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Papers

[3] A. O. T. Hogg, C. Evers, and P. A. Naylor, “Multichannel overlapping speaker segmentation

using multiple hypothesis tracking of acoustic and spatial features,” in Proc. IEEE Int. Conf. on

Acoust., Speech and Signal Process. (ICASSP), Jun. 2021, pp. 26–30

Chapter 6

Develops a polynomial eigenvalue decomposition (PEVD) DoA estimation approach to improve the

tracking performance that can be achieved in Chapter 5.

Contributions

(a) The proposal and development of a spatio-spectral polynomial (SSP)-multiple signal classification

(MUSIC) approach for noisy reverberant speech, whereas previous work only [15,16] considered

stationary broadband data in a free-space propagation environment, i.e. it only contained the

direct-path.

(b) The proposal of modifications to SSP-MUSIC to enhance the DoA estimation of noisy reverberant

speech.

(c) An analysis that shows how the temporal, spatial, and spectral decorrelation of SSP-MUSIC can

aid the robustness of the PEVD approach towards diffuse noise and reverberation effects.

Papers

[2] A. O. T. Hogg, V. W. Neo, S. Weiss, C. Evers, and P. A. Naylor, “A polynomial eigenvalue

decomposition MUSIC approach for broadband sound source localization,” in Proc. IEEE Workshop

on Appl. of Signal Process. to Audio and Acoust. (WASPAA), New Paltz, NY, Oct. 2021, pp.

326–330



Chapter 2

BACKGROUND THEORY AND LITERATURE REVIEW

2.1 Early Work

Since the 1960s, work has been carried out to develop systems that can perform speech recognition. At the

start, these systems were only able to perform the most basic tasks which were to be able to distinguish

speech and non-speech data in an audio recording.

As time went on, advancements in the field allowed some of the first work on speaker diarization to

be undertaken in 1997. This was presented in [17] by Matthew A. Siegler et al. They developed a

system where the Kullback-Leibler (KL) distance [18] was calculated for the means and variances of two

consecutive windows in an audio recording. The KL distance would then be compared against a local

maximum and would generate a new speaker change boundary if that local maximum was exceeded.

This early work was focused on specific situations where only two speakers needed to be classified, e.g.

applications such as broadcast news data which was frequently used for evaluation purposes. A thorough

review of the literature in the area of broadcast news data has been synthesised in [19]. More recently the

focus has shifted to the domain of meeting room environments where normally more than two speakers

are typically present and, hence, overlapping speech is more prevalent. This new domain makes the task

of speaker diarization much more challenging as now more obstacles, such as noise and reverberation,

have to be overcome. This is as well as having to deal with distant room microphones as the data no

longer benefits from being captured in a highly controlled environment involving high-quality, close-talking

microphones (which is how broadcast news data is often recorded).
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(a) Speech signal.

(b) Segmentation.

(c) Clustering.

Figure 2.1: The diarization process where red and green indicate the two speaker’s speech for the given
signal.

2.2 Diarization

As stated earlier, speaker diarization can be thought of as answering the question “who spoke when?” [20].

The problem of diarization is challenging because there is no prior knowledge about the number of speakers



8 CHAPTER 2. BACKGROUND THEORY AND LITERATURE REVIEW

or the amount of speech the recording contains. Accurate diarization has become increasingly important

in recent years for a multitude of tasks including voice control of smart devices and robot audition [21,22].

Diarization is also required for applications such as speaker indexing [13], ASR [12] and to enable the use

of single speaker-based algorithms in multi-speaker domains [23]. The diarization process is commonly

separated into three independent tasks:

1. Segmentation of the speech signal (see Fig. 2.1(a) and (b))

2. Clustering the segments (see Fig. 2.1(c))

3. An optional realign/re-segment step (to refine the segmentation of a diarization system that relies

on the clustering of an initial uniform segmentation) [24,25]

This thesis will focus on the first step of the diarization process, that being the task of segmentation.

It should be noted that the segmentation task, i.e. the identification of the onsets and end-points of

speakers, is often made more complicated by the presence of overlapping speech where multiple speakers

are active at the same time [2, 26]. Overlapping speech commonly occurs in conversational speech due to

interruptions and backchannel vocalisations [27]. Environmental factors, such as reverberation [28] and

noise [29], also render the task of accurate segmentation difficult to achieve.

2.3 Segmentation

The simplest form of segmentation is that of uniform segmentation [14,30–32]. This is where the audio

stream is divided into a number of segments of equal length which are then clustered together based on

acoustic properties (see Fig. 1.1(b) on Page 2). A trade-off arises from wanting the segments to be small

so that they only contain one speaker but sufficiently large so that they contain enough information about

the speaker to be able to cluster the segment. This leads to methods that try to identify the onsets and

end-points of a speaker (see Fig. 1.1(a)) where each segment is the largest it can possibly be while still

only containing one speaker [33,34].

2.3.1 Types of Segmentation

It was common in the past to see segmentation systems assigned to one of three categories: energy-based

segmentation, model-based segmentation and metric-based segmentation.
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2.3.1.1 Energy-based segmentation

Energy-based segmentation [35,36] is where segments are generated by cutting the audio stream when

silence is detected. This task is much harder than it first appears owing to the fact that most recordings

are taken in noisy environments making energy cues for discrimination unreliable.

Voice-based segmentation

Instead of segmenting based on energy, it is now more common to see systems that segment based on the

presence of speech. This is very similar to energy segmentation, however, instead of segmenting when

silence is detected, these systems segment when no speech is detected. This form of segmentation is

often referred to as voice activity detection (VAD) and many algorithms have been proposed for this task

including hidden Markov models [37], information entropy [38] and wavelet transform-based methods [39].

Many improvements to this basic implementation have been suggested in the literature.

A typical VAD algorithm is described in [40] in the following way:

1. A speech enhancement or noise reduction algorithm is applied (optional)

2. The audio recording is windowed and feature vectors are calculated for each window of speech

3. Each window of speech is classified as speech or non-speech based on its feature vector

Although, a perfect VAD does not yet exist even today most speaker segmentation systems still use a VAD

as part of a pre-processing step [41] to remove any non-voiced regions within the audio stream.

The number one drawback of all energy-based segmentation, including VADs, is that the segment

boundaries are not directly related to speaker changes. E.g. how do you know that a silence is due to a

change in the speaker or just a brief pause of the active speaker.

2.3.1.2 Model-based segmentation

Model-based segmentation as the name suggests uses a model to classify different parts of an audio

recording. For example in [33] Gaussian mixture models (GMMs) are constructed using a training corpus

for a fixed set of acoustic classes, such as the speaker, music, etc. The incoming audio stream can be

classified by maximum likelihood selection. Segment boundaries are assumed where a change in the

acoustic class occurs.



10 CHAPTER 2. BACKGROUND THEORY AND LITERATURE REVIEW

2.3.1.3 Metric-based segmentation

Metric-based segmentation works by first calculating all the distances between neighbouring windows

and then by segmenting the audio recording at the maxima of these distances. Examples of metric-based

approaches include the KL distance [17] , generalized likelihood ratio (GLR) [42–44] and the Bayesian

information criterion (BIC) [34,45] which has numerous variants [46–49].

2.3.1.4 Feature-based segmentation

In more recent years, segmentation has been achieved using i-vectors [50] and DNN-based embeddings

[51,52]. Other methods that generate the segmentation from the raw audio data are frame-based neural

network models, such as deep neural networks (DNNs) [53], convolutional neural networks (CNNs) [54–56]

and bidirectional long short term memory networks (BLSTMs) [2, 41,57].

In 2017, [58] showed that, by using a deep learning architecture, a low segmentation error can be achieved.

In [58], a recurrent convolutional neural network is trained and applied to magnitude spectrograms of

speech segments. This removes any need to calculate frame-based features.

In [59], another approach is utilised that, instead of removing the need for frame-based features, trains

a neural network to generate better features that are optimised for speaker segmentation. This work

is motivated by the fact that common features, such as mel-frequency cepstral coefficients (MFCCs),

contain a lot of redundant information, such as phonetic information, that is unrelated to the speaker’s

identity.

In the last few years, vast amounts of data have become available which has resulted in the rise of more

machine learning-based approaches [60], however, they are not always the best solution. This is because

they are rarely designed to take into account any information that is gathered from conventional speech

processing techniques and instead opts to work on the raw speech signal.

2.3.2 Features for Feature-Based Segmentation

It is common for most segmentation systems to use a frame-based approach. This works by first splitting

up the audio recording into time frames, typically 10-150 ms, and then calculating a feature vector for

each time frame. These feature vectors are then used to make splitting decisions on speaker change

boundaries. There are many features that contain information that would be advantageous to use during

the segmentation process, where some of these features are more useful than others. The two main
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categories that most features are sorted into are acoustic and spatial cues.

2.3.2.1 Acoustic features

Acoustic features, as their name suggests, are derived from the acoustic properties of the signal. Almost

all approaches that use acoustic features work on a frame-by-frame basis generating a feature vector for

each frame. Some of the more typical acoustic features, that have been used for segmentation in the past,

are explored in this section.

Mel-frequency cepstral coefficients (MFCCs)

MFCCs were introduced in [61] by Davis and Mermelstein and are commonplace in the area of ASR

systems. Their aim is to try to capture the frequency spectrum of the signal in a small number of

coefficients. An important fact to note is that MFCCs were never intended to be used for speaker

diarization. This is due to the fact that the spectrum information is mostly related to the phonetic content,

i.e. the resonant frequencies or formants in the spectrum, and is concerned with the phone being uttered

by the speaker. However, due to the redundant information contained within MFCCs, they are often used

and are able to achieve a very good performance.

The MFCCs provide a compact way of representing the envelope of a short-term power spectrum. The

basic steps that are necessary to calculate the MFCCs for a portion of speech are as follows:

1. The speech signal is first segmented into frames. This is normally achieved using a window such as

the Hanning or Hamming windows.

2. Then for each frame, x(n), the discrete Fourier transform (DFT) is calculated using X(k) =∑N−1
n=0 x(n)e

−j2πnk
N for k = 0 · · ·N − 1 where N is the number of points used to calculate the DFT.

3. The Mel filter bank is then applied to the resulting power spectrum. The Mel spectrum, s(n) of

the magnitude spectrum X(k) is calculated by s(m) =
∑N−1

k=0

(
|X(k)|2Hm(k)

)
where M is the total

number of triangular Mel weighting filters. Hm(k) is the weight given to the kth energy spectrum

bin contributing to the mth output band. (It is important to note that Mel frequency, fMel aims to

capture how humans perceive frequency and can be approximated as fMel = 2595 log10
(
1 + f

700

)
where, f is the frequency given in Hertz).

4. The energy in each triangular Mel filter is then calculated.

5. The logarithm of each of these energies is then taken.

6. The discrete cosine transform (DCT) is then performed on these log energies using c(n) =
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∑M−1
m=0 log10(s(m)) cos

(πn(m−0.5)
M

)
for n = 0 · · ·C − 1 where c(n) are the MFCCs, and C is the

number of MFCCs.

7. Only the first Cmax (e.g. Cmax = 12) coefficients are kept, the rest are discarded.

These steps are, of course, sometimes modified depending on the application in question.

Fundamental frequency variations (FFVs)

Fundamental frequency variation (FFV) features were introduced in [62] as a way of representing the

instantaneous change in F0. This can be thought of as capturing how much a speaker’s F0 varies in a

relatively small number of coefficients, e.g. the FFV spectrum normally consists of 7 coefficients.

The speech signal first undergoes a pre-emphasis before it is split into frames using an overlapping window.

Two frequency spectra are calculated for the left and right sides of each frame. Each of these two spectra

in turn are then dilated in frequency while the other spectrum is kept constant. A measure of realignment

is then obtained from a modified dot product. This result is then passed through a filter bank to isolate

the different types of pitch (i.e. quickly falling pitch, slowly falling pitch, flat pitch, slowly rising pitch,

and quickly rising pitch) and a couple of filters are also used for normalisation.

The reason why FFV features are informative in the task of speaker segmentation is due to the fact that

the variation of a speaker’s pitch is very different depending on the speaker.

Modulation cepstral coefficients (MDCCs)

Modulation cepstral coefficients (MDCCs), introduced in [63] and developed in [10], are modulation

features that can be used for speaker segmentation. This use of modulation features is motivated by the

fact that different speakers’ speech has different dynamic properties.

There has been much interest in amplitude modulation domain processing of speech because low-frequency

modulations of speech are the fundamental carrier of linguistic information. This representation has

been exploited in areas such as speech coding [64], recognition [65,66], enhancement [67,68] and speech

intelligibility modelling [69, 70]. This approach is also motivated by studies of the human auditory

system [71] that point to analysis and separation of different acoustic objects in this domain. A number

of modulation-domain methods have been proposed in the fields of emotion detection [72] and speech

quality estimation [73,74]. In the field of speech and acoustics, there are a number of definitions of the

amplitude modulation spectrum that differ from the subband decomposition literature. The procedure
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Figure 2.2: Overview of the procedure for computing the modulation spectrogram representation of a
speech signal.

used to define the modulation domain representation of the signal is shown in Fig. 2.2. The first transform

in the Fig. 2.2 is applied to the time-domain signal to decompose it into subband signals (using linear

frequency spacing). The temporal envelope within each band is then computed. Denoting the length N

time domain signal as s(n), its short-time Fourier transform (STFT) is calculated as

Sk(m) =

N∑
n=0

s(n)wa(n−mL)e−j 2π
N k , (2.1)

where m is the short-time frame index (typically 30 ms duration), which in the context of modulation

domain processing is defined as an ‘acoustic frame’ [64], wa(n) is the window applied on each frame and L

is the acoustic frame increment in samples. After the first STFT, the temporal envelope of each acoustic

frequency band k (also called the modulating signal) is obtained as the magnitude of the transformed

signal, |S(m, k)|. To obtain the modulation spectrum, a window function wm(n) is used to segment the

amplitude envelope of each frequency bin and a second STFT is performed on each modulation frame,

as

Sl(k, h) =

M∑
m=0

|Sk(m)|wm(m− lL)e−j 2π
H h , (2.2)

where H is the number of modulation frequency bins. In the following description the index of the

modulation frame, l, is omitted for clarity because the features are extracted independently for each

modulation frame. The modulation spectrogram is, therefore, given by P (k, h) = |S(k, h)|2. In order to
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compress the information in the modulation spectrum, a two-dimensional DCT-II (2D-DCT) can be used

on the modulation spectrogram P (k, h) to produce a set of DCT coefficients

D(Ω,Φ) =

K−1∑
k=0

H−1∑
h=0

WP (k, h)cos
[
π

K

(
k +

1

2

)
Ω

]
cos

[
π

H

(
h+

1

2

)
Φ

]
, (2.3)

where W =
√
(1/K)

√
(1/H) for Ω = 0, ...,K− 1 and Φ = 0, ...,H− 1. From empirical experiments, it has

been found that only a few coefficients from the upper triangle of D(Ω,Φ) are sufficient for capturing most

of the variation in the modulation spectrum. For example, 24 MDCCs can be taken from the following

set, [D(1, 1 : 21), D(2, 1 : 3)].

2.3.2.2 Spatial features

If there is more than one microphone available, e.g. most voice-controlled home assistants currently

possess two or more microphones, it is also possible to exploit spatial features as well as acoustic ones for

the task of speaker segmentation. This is of particular interest when the speakers in question are located

in different positions within a room.

Time difference of arrival (TDOA)

The most straightforward spatial feature that can be utilised is the time difference of arrival (TDoA).

TDoA features measure the delay of the signal at multiple microphones with regard to a reference

microphone. Therefore, depending on where the speaker is relative to the microphone array, the TDoA

will be different.

The most common approach to solve this problem is an algorithm called the generalized cross-correlation

(GCC)-phase-transform (PHAT). This method was first proposed by Knapp and Carter in [75] where

they defined the GCC-PHAT as

RPHAT(τ) =
1

2π

∫ +∞

−∞

Xi(f)X
∗
j (f)

|Xi(f)X∗
j (f)|

ejfτdf , (2.4)

where Xi(f) and Xj(f) are the signals recorded at two different microphones in the Fourier domain; f is

the angular frequency, [.]∗ stands for the conjugate operation. The TDoA between these two microphones

is then estimated as

d̂PHAT(i, j) = argmax
τ

(
RPHAT(τ)

)
. (2.5)
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Direction of arrival (DoA)

DoA estimation is the process of calculating the azimuth or angle of a given sound source relative to

an array of microphones. This can be done in a number of ways and the most simple of which is

to use the TDoA information. This is because if the microphone array geometry is known then the

TDoA information can be used to compute the DoA estimate. Many DoA estimation approaches have

been proposed including time-delay estimation (TDE)-based, beamformer-based and subspace-based

methods [22]. The TDE-based method [75] first computes the TDoA for different microphone pairs and

uses a priori information about the microphone positions to compute the DoAs. Beamformer-based

methods [76, 77] scan the acoustic environment by focusing the microphone array directional pick-up

pattern in the directions corresponding to the highest sound intensities. Another common way to calculate

the DoA is to use the steered response power (SRP)-PHAT algorithm [78] which works by finding the angle

that maximizes the output of a steered delay-and-sum beamformer [79]. Many other algorithms have also

been proposed in the past including: MUSIC [80], coherent signal-subspace method (CSSM) [81], weighted

average of signal-subspaces (WAVES) [82], test of orthogonality of projected subspaces (TOPS) [83] and

finite rate of innovation direction of arrival (FRIDA) [84].

2.3.3 Overlapping Speaker Segmentation

One of the most challenging aspects of the segmentation task is that of overlapping speakers; that is to say

when a new speaker starts before the previous speaker has stopped. In the past, the issues surrounding

overlapping speaker segmentation were not considered, however, more recently various methods have been

proposed to solve this problem. These methods include hidden Markov model (HMM)-based methods

that use MFCCs, linear predictive coding (LPC) and root mean square (RMS) energy features [85].

Methods that use long-term conversational features [86] have also been put forward along with multimodal

techniques that use multiple microphone and camera systems [87]. Deep learning approaches have also

become increasingly prevalent [57,88–90] but they often require large amounts of labelled training data.

As a result, overlapping speaker segmentation is still very much an open problem due to its complex

nature and will be a major focus of this thesis.

2.3.4 Temporal Tracking of Features for Speaker Segmentation

It has also been shown in [91–93] that temporal tracking of features can be advantageous when solving

the speaker segmentation task. This work on speaker tracking has almost exclusively been applied to
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the problem of online (real-time) speaker segmentation. In this thesis, however, this work on speaker

tracking will be extended to explore the benefits of using speaker tracking for overlapping speaker

segmentation. More formally, it will ultimately explore how the prediction error given by a Kalman filter

(see Section 2.3.4.1) tracking multiple features in a MHT framework (see Section 2.3.4.2) can be used to

determine speaker change boundaries.

2.3.4.1 Kalman filter

Kalman filters were first proposed in the 1960s by Rudolf E. Kálmán [94] and can be thought of as a

dynamic least square approach. Kalman filters are now commonplace in a multitude of applications due

to them being optimal estimators in Gaussian noise [95]. This makes Kalman filters useful as a data

fusion algorithm that allows them to track multiple noisy features. They work by using a prediction from

a model and an observation at each time frame where the Kalman gain combines these two estimates

based on which is more reliable. Kalman filters are used in this work to track multiple speech features

from different speakers.

2.3.4.2 Multiple hypothesis tracking

MHT is presented in [96] and was revisited in [97]. The method has been shown to be popular in both

visual and radar target tracking [98]. It works by generating a list of possible track hypotheses for each

target highlighting the inherent data association problem. The likelihood of each track hypothesis is then

evaluated and unlikely tracks are removed, consequently, only leaving the tracks that provide the best

possible solution. Since the entire track hypothesis can be considered when computing the likelihood,

MHT is able to effectively exploit higher-order information, e.g. as the long-term motion of the target.

Speaker segmentation can be thought of as finding the onset and end-point of each speaker. Therefore,

MHT can be used to track the acoustic and spatial features of different speakers where the start and end

of all the tracks provide the complete speaker segmentation.

2.3.5 Evaluation For Segmentation

2.3.5.1 Performance metrics

There are many ways to measure the performance of a segmentation system which are often classified in

two ways: categorical or statistical. The metrics used in this thesis are discussed below.
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Figure 2.3: Visual representation of the evaluation framework used where the dashed lines represent the
oracle speaker change (SC) boundaries and the grey regions correspond to the given collar. The red

arrows indicate the detected outputs generated from the segmentation algorithm.

Categorical metrics

Categorical metrics can be thought of as metrics that use a binary decision in their evaluation of the

segmentation performance. In this work, the following categorical metrics have been defined. A ‘HIT’ is

when a speaker change has been detected once. A ‘MISS’ is when a speaker change has not been detected

and a ‘multi-hit (MH)’ is when a speaker change has been detected multiple times within a time collar

applied around every ground-truth speaker change in order to account for possible inaccuracies [9]. A

‘false alarm (FA)’ is when a detection falls outside of any speaker change collars. The HIT rate (HR) is

given by
HITs + MHs

HITs + MHs + MISSs
expressed as %. (2.6)

The MISS rate is given by the complement percentage of the HIT rate. The false alarm (FA) rate is given

by
FAs

HITs + MHs + FAs
expressed as %. (2.7)

The MH rate is given by
MHs

HITs + MHs
expressed as %. (2.8)

An illustration is given in Fig. 2.3 where the scores would be as follows: HIT rate: 50%, MISS rate: 50%,

MH rate: 50%, FA rate: 50%.

Statistical metrics

Statistical metrics arise due to the fact that categorical metrics by design throw away a lot of performance

information. This can be seen by considering a simple example where two systems share the same HR but

one system is far more accurate, that is to say, one system has HITs that are much closer to the speaker

change boundaries. Statistical metrics, therefore, try to capture some of this lost information.

Mean squared error

In this work, to determine the accuracy of the performance, the mean squared error (MSE) in the
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time-domain is calculated for all HITs and the closest MH detections compared to the ground-truth

speaker changes, which are provided by hand labelling.

Coverage and purity

Another two statistical metrics that are calculated: 1) the segment-wise coverage, which is the ratio of

the duration of the intersection with the most co-occurring hypothesis segment and the duration of the

reference segment; 2) the purity, which would be the same as the coverage if the reference and hypothesis

segments were to switch roles and indicates how pure the hypothesis is for each segment. It should,

therefore, be noted that the purity and the coverage are complementary measures. More formally the

coverage [99] is defined as

coverage(Nr, Nh) =

∑
r∈Nr

maxh∈Nh
|r ∩ h|∑

r∈Nr
|r| , (2.9)

where |r| is the duration of segment r within the set of reference segments Nr,and where r ∩ h is the

intersection of segments r and segments h within the set of hypothesis segments Nh.

The results presented in Section 4.4.2 are a duration-weighted average over each segment. In this work,

the implementation of such metrics from pyannote.metrics [100] was utilised.

2.3.5.2 Meeting room data

To evaluate the performance of the different systems, audio data from different corpora are exploited. The

big advantage of using corpora is that it makes the comparison with other algorithms that have been

developed in the literature easier.

AMI meeting corpus

The AMI corpus [101], is used for meeting room speaker segmentation and diarization. It contains 100

hours of meeting room data captured from three rooms, that differ in shape and construction, located

across three different sites. This makes the corpus data generalisable as each meeting room recording

possesses very different acoustic properties. The recordings are of meeting scenarios where the participants

role-play a design team from an electronics company that is developing a new type of remote control. The

meetings were all conducted in English with mostly non-native speakers.

The rooms were set up to record both close-talking and far-field audio using multiple microphones. In

practice, this consisted of headset condenser microphones and omnidirectional lapel microphones for the
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close-talking audio. For the far-field audio, circular microphone arrays were used that consisted of four or

eight miniature omnidirectional electret microphones.

In this thesis, 24 meeting room recordings from the AMI corpus are considered for evaluation each

consisting of a length of approximately 30 mins. In Chapter 3 and Chapter 4, a mixed-down stream of

the individual headset microphones (IHMs) is used to benchmark performance against a single distance

microphone (SDM). This SDM audio was captured from a single microphone located on a circular array

placed in the centre of the table which the participants are sitting around. In Chapter 5 and Chapter 6,

multichannel signal processing is exploited and the audio from all 8 channels of the same circular array is

utilised. The corpus also provides suggested partitions for training, validation and testing which are used

for this thesis.

The corpus has also been labelled using an energy-based technique [102] with a human validation step, so

an accurate ground truth is available as a reference [103]. This, therefore, makes the AMI corpus ideal for

diarization testing.

LOCATA corpus

The localization and tracking (LOCATA) corpus [22] was created to provide a novel framework for

evaluating and benchmarking sound source localization and tracking algorithms. It contains recordings

from four different microphone arrays in static and dynamic scenarios. It also provides the ground-truth

positions and orientations for all sources and sensors, hand-labelled voice activity information, and

close-talking microphone signals as a reference.

The LOCATA corpus was not designed to evaluate speaker segmentation, however, it is still a useful

corpus as it can effectively evaluate an algorithm’s spatial and acoustic tracking performance of a single

speaker.

TIMIT corpus

The TIMIT corpus [104] was designed for the development and evaluation of ASR systems. The corpus

contains broadband recordings of 630 speakers from eight major dialects of American English, where each

speaker reads ten phonetically rich sentences. Consequently, the TIMIT corpus provides a way to evaluate

speaker segmentation algorithms for a large number of different speakers. The anechoic recordings are

also ideal for use in simulated environments.
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Figure 2.4: Segmentation system architecture comparison.

2.3.5.3 Toolkits

There are many toolkits available for segmentation (as well as diarization) and each is specialised for a

particular situation or for a particular type of feature.

Pyannote

Pyannote [41] is an open-source toolkit written in Python for speaker segmentation and speaker diarization.

At its core, Pyannote is a machine learning framework based on PyTorch and provides a set of trainable

end-to-end neural building blocks that can be utilised to build a speaker segmentation system. In this

work, Pyannote is used as a baseline system as it comes with a number of pre-trained speaker segmentation

models that can be considered state-of-the-art.

SIDEKIT for diarization (S4D)

SIDEKIT for diarization (S4D) is an open-source speaker diarization extension package of SIDEKIT [105]

which was written in 2015 and is a Python toolkit that provides the whole chain of tools required to

perform speaker diarization. The aim of SIDEKIT was to unify the implementations of the most common

methods in one place in order to make it easier to carry out speech processing projects.
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The S4D system in particular consists of three steps, shown in Fig. 2.4(a). The first step merges all the

voice active regions of the VAD output that are in close proximity to each other. The second step performs

Gaussian divergence segmentation where the MFCCs are used to segment the voice active regions that

contain multiple speakers. Lastly, linear BIC based segmentation is performed which also uses the MFCCs

to fuse consecutive voice active regions of the same speaker.

DiarTK

There are many features that can be used for diarization: acoustic features; spatial features and visual

features to list a few. All of these features have different dimensionalities and statistical properties as a

result, therefore, most diarization systems can only cope with a subset of these features.

DiarTK detailed in [14] was written in 2012 using C++ and was the first tool to be explicitly designed to

be able to use more than one feature stream. A system overview is shown in Fig. 2.4(b).

LIUM

The LIUM toolbox [106] focuses on the task of broadcast news diarization. It works by first computing

MFCC features along with a corresponding energy parameter. A two-phase speaker segmentation is then

utilised that is based on GLR to calculate the speaker change boundaries and a BIC distance metric is

used for the fusion of neighbouring segments belonging to the same speaker. The next step is a BIC

hierarchical clustering approach that is deployed to merge the closest clusters until the BIC distance

becomes positive. Finally, a Viterbi realignment step is performed to improve the segmentation.

ALIZÉ

The ALIZÉ [107] platform was designed for the task of speaker recognition. It, however, contains a

speaker diarization approach which works by first using a VAD to classify the audio segments into the

following pre-defined categories of speech, music, music plus speech or telephone speech. Next, speaker

segmentation and clustering are achieved by using evolutive hidden Markov models (E-HMMs). An

additional segmentation step is then performed in order to refine the initial speaker segmentation and to

remove irrelevant speakers, i.e. speakers with a low number of frames assigned to them.



Chapter 3

SPEAKER SEGMENTATION USING FUNDAMENTAL

FREQUENCY

3.1 Introduction

It is often desirable to keep records of speech, for example, during conference calls and at meetings. To

store these discussions in a more useful manner, automatic speech recognition (ASR) can be used to

generate transcripts. Although, ASR addresses the question of what is said, it cannot answer the question

of who spoke at any given time. Accurate knowledge of the identity of the speaker is typically required for

speaker indexing [13]; improvement in ASR performance [12] and to bring single speaker-based algorithms

into multi-speaker domains. The task of identifying a speaker within an audio recording or stream is often

referred to as diarization, which has the end goal of answering the question: “who spoke when?” [20]. The

process of audio diarization consists of two tasks: the first task is segmentation which establishes when

a new talker starts speaking and the current speaker stops; the second task is clustering, where every

segmented part of the audio containing speech is assigned to an individual speaker. This whole process is

also often complicated by the presence of reverberation [28] and noise [29].

In the past, systems have been proposed for diarization, some of the most commonly used have been

discussed in Section 2.3.5.3 including LIUM [106], DiarTk [14], ALIZÉ [107] and SIDEKIT for diarization

(S4D) [105]. These systems all contain different segmentation subsystems which can be grouped together

into a set of categories. The first type uses mel-frequency cepstral coefficients (MFCCs) [61] to perform

Bayesian information criterion (BIC) segmentation [105,106]. The second type uses a uniform segmentation

[14]. The last type performs a one-step segmentation and clustering algorithm in the form of an evolutive

hidden Markov model (E-HMM) [107]. Other segmentation algorithms have also been proposed in the

literature [46,49,108].
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Figure 3.1: Proposed fundamental frequency (F0)-based segmentation system.

In this chapter, the S4D system, shown in Fig. 2.4(a) on Page 20, which is an open-source speaker

diarization extension package of SIDEKIT will be used as a baseline so that the proposed method can be

compared against a typical segmentation approach. It is important to note that none of these popular

systems, including S4D, use the F0 of voiced speech to perform segmentation. The F0 is ordinarily only

utilised as a feature [62] to improve the performance of the clustering component in a diarization system.

In the past, methods have been proposed that use the F0 to improve the segmentation process. In [93]

the F0 is used alongside line spectral pair (LSP) [109] and MFCC features to calculate a divergence

distance threshold to detect speaker change boundaries. There have also been methods developed for

real-time diarization which use the F0 as the sole feature [110, 111]. None of these previous methods,

however, attempt to model the F0, an approach which has two major advantages. First, the model can be

exploited to remove errors in the F0 estimates. Second, the errors in the F0 prediction given by the model

can be utilised to detect speaker changes instead of using the delta F0, being the change between two

frames [110,111].

This chapter will focus on the task of segmentation and show why temporal variation in the F0 can

be used advantageously for speaker change detection. It will also present a novel method using the F0

to improve the segmentation process. Fig. 3.1 shows the novel system that is proposed in this chapter

which takes advantage of F0 modelling when performing segmentation. This method uses a Kalman

filter to predict the future F0 of the speaker. Kalman filters have been used in the past to perform F0

estimation, for example [112–114]. In contrast, the proposed system only uses the Kalman filter for future

F0 prediction and not F0 estimation. Hence, it could be used in conjunction with any F0 estimator; for

the purposes of this chapter the pitch estimation filter with amplitude compression (PEFAC) [115] is used

as the F0 estimator. The main idea behind this method is that the F0 prediction made by the Kalman

filter can be used to decide if there has been a change in speaker. It does this by assuming that the F0 of

a speaker should be predictable whereas, if the F0 cannot be predicted, then a speaker change may be the

cause.

It is shown in this chapter that the proposed Kalman filter prediction error-based approach performed well
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when compared against S4D, a MFCC-based method. It can also be seen in Table 3.2 that the speaker

change detection increases from 58.0% to 80.4% on the AMI corpus. This work was also published in the

following paper [5].

3.1.1 Fundamental Frequency Estimation

The PEFAC algorithm [115] works by convolving the signal’s power spectral density in the log-frequency

domain with a filter that sums the energy of the F0 harmonics and is one of many F0 estimators. Other

estimators include the robust algorithm for pitch tracking (RAPT) [116] algorithm that is frame-based

and uses the normalised cross correlation to generate a F0 estimate which is then refined by dynamic

programming. Another popular approach used in the past was the YIN [117] algorithm which uses a

normalised difference function based on the autocorrelation function as well as a number of optimisation

steps to produce the F0 estimate. More recently in [118] a fast algorithm which considerably reduces

the computational complexity of a non-linear least squares (NLS) estimator was proposed. In the work

described in this thesis, the PEFAC algorithm is exploited due to it being able to simultaneously estimate

the F0 reliably (even at negative signal-to-noise ratio (SNR) values as it is able to reject additive noise that

has a smoothly varying power spectrum) as well as being able to calculate the probability that a frame is

voiced. It will be shown in Section 3.2.2 that this voiced speech detection is utilised advantageously in the

F0 trajectory estimation.

3.1.2 Tracking Fundamental Frequency

It is important to first study whether the F0 of voiced speech is a good indicator of speaker changes in

multi-speaker meeting audio. Fig. 3.2 on Page 25 is generated by first running PEFAC on the headset

microphone recordings taken from AMI [103]. Then, the Kalman filtering method that will be described

in Section 3.2 was applied to the result to generate smooth F0 estimates. The measurements obtained

are the best ground-truth available of the individual speaker F0 tracks. It is clear to see from Fig. 3.2(a)

that the four individuals in AMI meeting ‘ES2004b’ speak at a very different F0. However, AMI meeting

‘TS3003b’, in Fig. 3.2(b), highlights that some individuals speak at a very similar F0. This is most likely

due to the fact that in this particular meeting all the speakers are male. The dotted lines show the mean

F0 of each speaker in AMI where the first letter of the speaker label relates to the gender of the speaker

i.e. M: male and F: female. It can also be observed in both figures that the average variation in the F0

is very similar for most speakers [119]. This result demonstrates that the mean of the F0 considered in

isolation does not contain enough information to identify the speaker.
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(a) Kalman filter F0 tracks where ‘ES2004b’ is the input.
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Figure 3.2: The individual F0 tracks generated from a pitch estimation filter with amplitude
compression (PEFAC) by using the Kalman filter on the individual headset microphones separately. The
dashed horizontal lines represent the mean of each speaker. The AMI speaker labels are also given in

brackets where the first letter relates to the gender of the speaker, i.e. M: male and F: female.
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Figure 3.3: Estimated speaker F0 tracks (solid lines) from ‘IS1009b’ along with the actual speaker
changes (dotted lines).
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Meeting SC | PC

ES2004a 94.49%
ES2004b 89.25%
ES2004c 95.21%
ES2004d 91.85%
IS1009a 96.12%
IS1009b 98.94%
IS1009c 97.67%
IS1009d 98.55%
EN2002a 92.35%
EN2002b 87.01%
EN2002c 79.37%
EN2002d 86.00%
TS3003a 76.54%
TS3003b 76.59%
TS3003c 75.82%
TS3003d 81.34%

Mean 88.57%

Meeting PC | SC

ES2004a 78.76%
ES2004b 68.60%
ES2004c 70.22%
ES2004d 73.38%
IS1009a 68.91%
IS1009b 64.27%
IS1009c 59.38%
IS1009d 66.60%
EN2002a 88.59%
EN2002b 83.40%
EN2002c 87.70%
EN2002d 81.02%
TS3003a 52.08%
TS3003b 48.46%
TS3003c 56.47%
TS3003d 62.68%

Mean 69.41%

PC | SC The probability that there is a ‘F0 change’ given that there is a ‘speaker change’
SC | PC The probability that there is a ‘speaker change’ given that there is a ‘F0 change’

Table 3.1: Speaker and F0 change analysis for the AMI corpus.

3.1.3 Temporal Variations in Fundamental Frequency

It has been seen in Section 3.1.2 that some speakers do indeed have a very similar mean F0 for their voice

and, therefore, this section will show that even under these conditions, it is still possible to identify when

there is a change in the speaker using information about the way in which F0 varies over time.

It has been previously shown that the F0 of an individual speaker only varies in a smooth manner due to

physiological constraints [120]. Accordingly, it is possible to predict the future F0 of the speaker based on

their current and previous F0. Thus, if the F0 cannot be predicted, then this could be an indication that

there has been a change in speaker. In this chapter, this prediction is attained by means of a Kalman

filter which is described in detail in Section 3.2.

Table 3.1 on Page 26 is generated using the headset microphone recordings taken from AMI and shows

the probability that there is a speaker change given that there is a F0 change and vice-versa. These

results demonstrate that if there is a change in speaker, then there is a very high probability that there

will be a change in the F0. Thus, Table 3.1 illustrates that the detection of F0 changes can be exploited

constructively for speaker change detection, however, there can still be a speaker change without a change

in the F0.
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Fig. 3.3 on Page 25 provides a visualization example for the results shown in Table 3.1. This plot is

generated using the method from Section 3.2 with a single distance microphone (SDM) recording from

AMI. It highlights that in this particular meeting, ‘IS1009b’, when a F0 change occurs, it always coincides

with a change in the speaker. The plot also shows that many speaker changes go undetected.

3.2 Proposed Fundamental Frequency Segmentation Method

A method is now presented that utilises the time-varying properties of the F0 to detect speaker changes

within a multi-speaker scenario. A block diagram of the proposed system is provided in Fig. 3.1.

3.2.1 Fundamental Frequency Estimation

The first step of the proposed method is the F0 estimator; for this work the PEFAC [115,121] algorithm

was chosen (see Section 3.1.1 on Page 24).

3.2.2 Kalman Filter

The next step is to use a Kalman filter [94] to estimate the F0 trajectories from PEFAC. F0, denoted

here for reasons of notational consistency as xt, for time frame t, is modelled here as a random walk with

zero-mean, normally distributed increments such that

xt = xt−1 + w, w ∈ N (0, σ2
w) , (3.1)

where the F0, at t deviates from the F0 at t− 1 by a process noise term, w, with a variance of σ2
w. The

PEFAC observations, zt, are modelled as

zt = xt + v, v ∈ N (0, σ2
v) , (3.2)

where the observation noise, v, in this case, models the errors in the F0 estimates from PEFAC which

is assumed to be an unbiased estimator. The Kalman filter estimates the state of the system and then

acquires feedback from noisy observations using a prediction step and an update step. The predicted F0

estimate, x̂t|t−1, and predicted estimate variance, Pt|t−1, are given by [94,98]

x̂t|t−1 = x̂t−1|t−1 , (3.3)

Pt|t−1 = Pt−1|t−1 + σ2
w . (3.4)
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The updated F0 estimate, x̂t|t, and updated estimate variance, Pt|t, are given by

x̂t|t = x̂t|t−1 +Kt(zt − x̂t|t−1) , (3.5)

Pt|t = (1−Kt)
2Pt|t−1 +K2

t σ
2
v , (3.6)

where the innovation variance, St, and optimal Kalman gain, Kt, are given by

St = Pt|t−1 + σ2
v , (3.7)

Kt =
Pt|t−1

St
. (3.8)

Thus, the error between observation and prediction follows as

ỹt|t = zt − x̂t|t . (3.9)

For the proposed method, two useful outputs from PEFAC are utilised: the F0 estimate of each frame

and the corresponding probability that the frame is voiced.

The prediction step is carried out on every frame, however, the update step is only performed if the

frame is voiced. This is considered to be the case if the probability that the frame is voiced is above

a threshold ξ. Thus, if an unvoiced frame is observed then the F0 remains constant in (3.3) with the

predicted estimate variance being increased in (3.4). This outcome is desirable as it makes the prediction

less reliable as time goes on without a voiced frame being observed. An illustrative example is given in

Fig. 3.4 on Page 29 which shows how the variance, Pt|t, changes over time depending on whether voiced

speech is observed.

Given that Kalman gain, Kt, trades-off the measured F0 against the predicted F0 for the frame, Kt

increases as the time between the update steps increases. This means that as the time elapsed since the

last update frame increases, the result will be more influenced by the observation, otherwise, it will be

more influenced by the prediction from the model. This is seen in (3.5) if Kt = 1 then x̂t|t = zt (only the

observation) else if Kt = 0 then x̂t|t = x̂t|t−1 (only the prediction).

3.2.3 Speaker Change Detection

The proposed approach for speaker change detection utilises the error between the observation and the

prediction in (3.9). If the error is above a threshold, ϕ, then that implies that the error is large and the
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Figure 3.4: Illustrative example of how the variance, Pt|t, changes over time depending on whether voiced
speech is observed.

F0 could not be predicted. A threshold, ϕ, found through experimentation is acceptable in this case, as

the F0 of different speakers can be easily anticipated. Therefore, this change detection approach works by

attributing a large prediction error to a change in the speaker.

A Kalman filter is initialised and tracks the first speaker. Subsequently, when ỹt|t in (3.9) exceeds a

threshold of ϕ, a new Kalman filter is initialised to track the second speaker. On detection of the next

speaker change, the observation of the F0 is compared with all previously generated Kalman filter F0

tracks to find the track closest to the current observation of the F0. If the difference between the current

observation and the last F0 value of the closest Kalman F0 track is below a threshold of ρ, the previous

Kalman filter is continued. If, on the other hand, the closest Kalman filter to the observation does not

satisfy this threshold, a new Kalman filter would be generated.

The reasoning behind this Kalman filter birthing approach is that if the speakers do indeed have a different

mean F0, e.g. AMI meeting ‘ES2004b’ shown in Fig. 3.2(a), then different Kalman filter F0 tracks should

correspond to the different speakers in the audio recording of the meeting.
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Meeting
Proposed F0 Segmentation MFCC Segmentation (S4D)

HIT MISS MH MSE FA HIT MISS MH MSE FA

EN2002a 72.82% 27.18% 9.06% 0.0520 48.8% 45.30% 54.70% 8.71% 0.0349 49.0%
EN2002b 76.24% 23.75% 10.21% 0.0606 55.1% 48.22% 51.78% 9.74% 0.0393 58.0%
EN2002c 77.13% 22.88% 8.67% 0.0530 54.6% 50.43% 49.57% 9.01% 0.0330 52.4%
EN2002d 64.86% 35.14% 5.74% 0.0480 51.9% 40.54% 59.46% 7.43% 0.0333 52.2%
ES2004a 84.80% 15.20% 12.00% 0.0334 67.4% 64.00% 36.00% 13.60% 0.0287 67.2%
ES2004b 84.81% 15.20% 9.92% 0.0431 69.6% 60.60% 39.39% 13.85% 0.0337 65.7%
ES2004c 72.73% 27.27% 8.08% 0.0409 68.3% 50.00% 50.00% 7.58% 0.0404 54.5%
ES2004d 76.40% 23.61% 7.30% 0.0379 60.1% 58.80% 41.20% 12.02% 0.0270 50.0%
IS1009a 72.10% 27.91% 6.98% 0.0442 68.4% 37.21% 62.79% 2.33% 0.0487 69.6%
IS1009b 77.48% 22.53% 4.95% 0.0543 74.6% 47.80% 52.20% 10.99% 0.0219 68.1%
IS1009c 83.33% 16.67% 8.02% 0.0452 72.0% 46.29% 53.70% 8.02% 0.0280 66.1%
IS1009d 75.42% 24.58% 13.56% 0.0558 68.1% 49.15% 50.85% 12.71% 0.0335 62.8%
TS3003a 85.71% 14.29% 9.52% 0.0247 71.2% 71.43% 28.57% 33.33% 0.0237 67.9%
TS3003b 97.24% 2.76% 10.14% 0.0362 70.1% 89.41% 10.60% 30.88% 0.0249 62.8%
TS3003c 95.08% 4.92% 18.56% 0.0406 72.8% 88.63% 11.36% 30.68% 0.0290 70.4%
TS3003d 89.92% 10.08% 15.97% 0.0404 61.4% 80.25% 19.75% 23.95% 0.0317 59.0%

Std Dev 8.55% 8.55% 3.50% 0.0090 7.9% 15.97% 15.97% 9.26% 0.0066 7.2%
Mean 80.38% 19.62% 9.92% 0.0444 64.7 % 58.00% 42.00% 14.68% 0.0320 61.0%

Table 3.2: Performance of both the proposed system and S4D on multi-speaker meetings in the AMI
corpus. (A graphical representation of these results is also given in Fig. 3.5 on Page 31.)

3.2.4 Voice Activity Detection

To generate the final segmentation, the detected speaker changes from the F0 are merged with the results

from voice activity detection (VAD) [122]. As part of a pre-processing step, the VAD output detects

active speech regions and if these regions have small pauses between them then they are merged together.

Subsequently, both the onsets of speech detected by the VAD and the speaker changes detected by the F0

are concatenated. If a VAD onset and a detected speaker change are within threshold ζ of each other,

then only the detected speaker change is included in the segmentation file.

3.3 Comparative Evaluation

In order to evaluate the performance of this newly proposed system shown in Fig. 3.1 on Page 23, it is

compared against a typical segmentation system S4D [105] illustrated in Fig. 2.4(a) on Page 20. The code

for both the proposed method and the S4D baseline can be found here [123].

The accuracy and the reliability of speaker change detection are compared for both the proposed system

and S4D with the results shown in Table 3.2. The HIT rate (HR) is defined as the number of speaker

changes that are detected by a single detection. In contrast, the miss rate is given by the number of

speaker changes that go undetected and the multi-hit (MH) rate is specified as the number of speaker

changes that are detected multiple times. When evaluating segmentation performance, it is common

practice to apply a time collar around every ground-truth speaker change in order to account for possible
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Figure 3.5: Comparative evaluation of the two systems.
(A tabular form of these results is also given in Table 3.2 on Page 30.)
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ξ w v ζ ϕ ρ

95% 20 0.01 5 ms 10 Hz 50 Hz

Table 3.3: Parameter Setting.

inaccuracies. The results in Table 3.2, therefore, incorporate a collar of 50 ms applied to each ground-truth

speaker change.

The parameters selected for the proposed system are given in Table 3.3 where initialisation uses both

physiological constraints of w: process noise, v: observation noise and empirical tuning of ξ: voiced frame

threshold, ζ: VAD region merge threshold, ϕ: speaker change threshold, ρ: continue previous speaker track

threshold. This empirical tuning was achieved through an exhaustive grid search [124] on the development

set of the AMI corpus.

It can be seen in Table 3.2 that the percentage of speaker changes that are detected increases from 58.0%

for S4D to 80.4% for the proposed system. Thus, the proposed F0 system is far more likely to detect a

speaker change within the given 50 ms collar. It is important to note for both systems that increasing the

collar decreases the miss rate, increases the MH rate and does not change the HR.

The mean squared error (MSE) in time was also calculated in Table 3.2 for all the HITs and the closest

MH detections to the oracle speaker changes, against the ground-truth given by the label files from AMI.

The results show that when a speaker change is detected by both systems, the use of MFCCs in SIDEKIT

gives slightly more accurate temporal segmentation (MSE = 32 ms) compared to the use of F0 (MSE =

44 ms).

To realise the significance of this improvement, the whole diarization process should be considered. In

a typical diarization system after the segmentation process, clustering is performed and then Viterbi

alignment is exploited as previously reported in [125]. Consequently, mediocre performance in the

segmentation system is tolerated. However, if the clustering algorithm is given a better segmentation,

where almost all segments just contain one speaker, then it will achieve a far better clustering result;

improving the performance of the given diarization system which is highly desirable. This is verified

in [126] where an evaluation is undertaken which shows that improving the segmentation performance

leads to better diarization accuracy and a lower diarization error rate.
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3.4 Conclusion

A study of meetings in the AMI corpus has shown that a F0 change is a strong indicator of a speaker

change. This finding motivates the use of F0 as a feature - possibly combined with other features - in

speaker segmentation as used, for example, in the first step of speaker diarization. It was also verified that

the F0 from an individual speaker is smoothly varying and can be predicted by a Kalman filter. Therefore,

in this chapter, a Kalman filtering approach was proposed to identify speaker change boundaries based on

a model of the temporal variation of the F0.

The proposed Kalman filter prediction error-based approach performed well when compared against a

previous MFCC-based method. An evaluation on the AMI corpus showed a speaker change detection

increase from 58.0% to 80.4%. This work was also published in the following paper [5].



Chapter 4

OVERLAPPING SPEAKER SEGMENTATION USING

FUNDAMENTAL FREQUENCY

4.1 Introduction

This chapter focuses on the segmentation task which determines the time instant when a new speaker

starts talking and when the current speaker stops. Specifically, a novel approach to the segmentation of

overlapping speech, i.e. the onset of a new speaker before the end-point of an active speaker, is proposed.

Overlapping speech was shown, e.g. in [26], to lead to severe performance degradation of diarization

systems.

Existing approaches to the segmentation of overlapping speech include [85] where a hidden Markov model

(HMM)-based method, that used MFCC, linear predictive coding (LPC) and root mean square (RMS)

energy features, was proposed. It has also been shown in [86] that the segmentation performance can be

improved if long-term conversational features are utilised. Other methods include multimodal techniques

that use multiple microphone and camera systems [87]. More recently, machine learning methods have

also been put forward that rely on bidirectional long short term memory networks (BLSTMs) [57].

In the past, methods have been proposed that use the F0 to improve the segmentation process as F0

information is a fast and effective discriminator between male and female speakers. However, the F0 is

not often used as the sole feature, e.g. in [93] the F0 is fused with MFCC and LPC coefficients and a

divergence distance threshold is used to detect speaker change boundaries.

There have also been methods developed for real-time segmentation which use the F0 as the sole feature

[110,111] where the delta in F0 over time is compared with a self-adaptable threshold, therefore, [110,111]

make no attempt to model the F0. In other methods such as, [127] the jitter, which captures variations in



4.1. INTRODUCTION 35

the F0 of the speaker’s voice, is exploited for agglomerative hierarchical clustering (AHC). Similarly, the

fundamental frequency variation (FFV) spectrum [128,129] has also been used in the past as an input

feature for AHC approaches, however, none of [127–129] track temporal variations over time. Methods

have been proposed that attempt to track F0, e.g. [130], however, these have been applied to the task of

speaker recognition and have never been utilised for speaker segmentation.

In contrast to these previous methods, the proposed method, presented in this chapter, attempts to model

the F0 over time, unlike [127–129]. This modelling approach has two major advantages 1) the model can

be exploited to remove errors in the F0 estimates. 2) the errors in the F0 prediction given by the model

can be utilised to detect speaker changes instead of using the delta F0, i.e. the difference in F0 between

two frames [110,111].

The proposed method also relies solely on the F0 of voiced speech unlike [93]. The proposed method

operates by taking advantage of the harmonic nature of voiced speech to determine the periods of time

when more than one speaker is active. It is well known that voiced speech contains strong harmonic

components, e.g. [131]. The harmonic characteristic has been exploited by many F0 estimators in order to

produce reliable F0 estimates [114,115]. These systems, however, assume that only one speaker is active

at any given time. Multi-F0 tracking methods that estimate the F0 of multiple periodic signals have been

proposed in [132–137] but these methods have never been exploited for the task of overlapping speaker

segmentation which will be explored in this chapter.

To perform this multi-F0 tracking a multiple hypothesis tracking (MHT) [96] approach is used. In the

past, MHT approaches have been used for radar target tracking [98] and more recently, MHT methods

have been shown to work well for visual tracking [97,138,139]. As a result, it has been used effectively

for the task of robot audition [140,141]. This work, however, is the first time an MHT method has been

proposed for the task of speaker segmentation.

It is shown that the proposed method outperforms a BLSTM approach [41], in terms of HR, by 12.9% on

the AMI corpus SDM stream. It is also shown that the F0 estimates produced by the proposed system can

be used as input features, in addition to MFCC features, for neural networks improving the segmentation

performance of the baseline BLSTM by 1.21% in terms of coverage and 2.45% in terms of purity. This

work was also published in the following papers [3, 4, 142].
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Figure 4.1: F0 tracks of a male and female speaker from the TIMIT corpus in black. The two speakers
overlap between the two white dashed vertical lines.

4.1.1 Voiced and Unvoiced Speech

In using multi-F0 tracking to address overlapping speaker segmentation, one clear difficulty arises; that

of processing both voiced and unvoiced speech [143]. The intervals of unvoiced speech in a recording do

not possess an F0 or any significant harmonic characteristics [144]. Solutions to this problem have been

proposed in the past [145] when F0 features have been used for diarization. This chapter novely intends

to deal with the problem of unvoiced regions of speech by using a tracking approach. This allows for the

spanning of short unvoiced intervals by continuing tracks for short periods even when no observations are

detected. This does not, however, solve the problem caused by the presence of unvoiced speech either at

the onset or end-point of a given speaker which will have the effect of delaying or shortening a F0 track.

In this work, these errors will be safely ignored as they will be less than 50 ms [146] which is smaller than

most collars used to account for human annotation imprecision [147]. The temporal aspect makes the

approach different from [62] which utilises the FFV spectrum for speaker identification [128,129].

4.1.2 Harmonic Structure of Fundamental Frequency

To extend the study in Section 3.1.3, an analysis of overlapping speech segments is presented. F0 estimation

is not feasible during overlapping speech using single speaker F0 estimation algorithms [26]. Therefore,

this chapter proposes to exploit the harmonic structure of speech for F0 estimation from overlapping

speech signals. Fig. 4.1 shows two speakers from the TIMIT corpus [104] that have been overlapped in
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Figure 4.2: Proposed System-1 architecture with sn: input signal, Φ̂t: peak detections, Ψ̂t: detection
reliabilities, Zt: generated observations, Ti: selected track hypotheses, ot: overlapping speech onsets, Bt:

strongest candidate track and ct: speaker change onsets.

the interval between [0.91, 1.58] s; the spectrogram is the resulting mixture with the F0 tracks, obtained

from the individual recordings, being overlaid in black. This illustrative example suggests that, if multiple

F0s can be tracked reliably, then overlapping speakers can be segmented. Fig. 4.1 also shows that the

signals from different speakers differ not only in terms of the mean F0 values of each track but also in the

temporal shape of their trajectories. Overlapping speakers may, therefore, be segmented by identifying

the onsets and end-points of each speaker’s utterance.

4.2 System Model and Method

In this chapter two novel systems are presented shown in Fig. 4.2 and Fig. 4.6.

4.2.1 Proposed System-1 Architecture

Proposed System-1 architecture, shown in Fig. 4.2, is as follows: (i) Estimates of the harmonic frequencies

are first obtained using a spectral peak detector (see Section 4.2.1.1). (ii) Subsets (see Section 4.2.1.2) of

the detected peaks are used to track the voiced F0 of multiple, overlapping speakers using a Kalman filter

(see Section 4.2.1.3). However, the association of subsets of peak detections with the F0 of a specific speaker

is unknown a priori. This problem is exacerbated by some subsets being related to false alarm (FA)1.

1A FA in this context is when an observation/subset does not relate to the F0 of a speaker.



38 CHAPTER 4. OVERLAPPING SPEAKER SEGMENTATION USING FUNDAMENTAL FREQUENCY

(iii) A MHT [96,98,139] method (see Section 4.2.1.4) that probabilistically updates the F0 tracks using

physically feasible subsets of peak detections is, therefore, proposed. (iv) To reduce the number of track

hypotheses and, therefore, the computational complexity, a maximum weighted clique (MWC) method is

also deployed (see Section 4.2.1.4). (v) Segments of overlapping speech are identified as the onsets and

end-points of multiple, uncorrelated F0 tracks (see Section 4.2.1.5). (vi) The complete segmentation (see

Section 4.2.1.7) is obtained from the union of overlapping speech onsets with the speaker changes detected

(see Section 4.2.1.6) based on a model of the temporal variation of the F0 [5].

4.2.1.1 Spectral peak detector

The harmonics of voiced speech are estimated using a spectral peak detector that generates a set of Pt

peaks, Φt = {ϕt,1, · · · , ϕt,Pt} in the short-time Fourier transform (STFT) of the microphone signal at

every time frame, t. Each peak, ϕt,p, for p ∈ {1, · · · , Pt} is associated with a peak amplitude, ψt,p, which

captures the detection reliability. A peak, ϕt,p, is deemed to be reliable if ψt,p is greater than a threshold,

ξ, where ξ can be determined experimentally. Only the reliable peak detections, Φ̂t = {ϕ̂t,1, · · · , ϕ̂t,Qt},

where Qt ≤ Pt, are retained for each time frame, t. The cardinality of Φ̂t is, therefore, less than or equal

to the cardinality of Φt and varies over time.

4.2.1.2 Generate all possible observations

Due to the harmonic nature of voiced speech, subsets of elements in Φ̂t may correspond to integer multiples

of the F0 of a speaker. For brevity, the remainder of this chapter refers to peak detections corresponding

to integer multiples of F0 as ‘harmonically related’ detections. For multiple speakers, the subsets of

elements in Φ̂t corresponding to harmonically related detections are unknown a priori. The association

between peaks and F0 of a speaker needs to be resolved in order to track the F0 of multiple speakers

simultaneously. This is further complicated by the fact that the F0 of two speakers may correspond to

integer multiples of each other. Therefore, the association between peak detections and the F0 of each

speaker may be ambiguous in some time frames. The task is particularly problematic if the audio signal

contains reverberation and noise as they corrupt the spectrogram structure of the speech signal.

To address the association problem, a probabilistic perspective is adopted. To determine the unknown

subsets of harmonically related detections, all possible subsets of Φ̂t, corresponding to integer multiples of

F0, within a tolerance of Ftol, are computed. Each resulting subset is denoted as an ‘observation’, zt,n.

The generation of these subsets is of a combinatorial nature. To reduce the computational complexity of

the problem, an F0 estimate is only considered if it satisfies Fmin ≤ F0 ≤ Fmax, which defines the physical
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Algorithm 1 Generation of observations from F0 measurements.

1: for (ϕ, ψ) in (Φ,Ψ) do ▷ inputs: Φ and Ψ; output: Zt

2: if ψ > ξ then ▷ remove unreliable measurements

3: Φ̂.append(ϕ)

4: Z = {} ▷ all observations, Zt, for a given time frame t

5: for ϕ̂ in Φ̂ do

6: n = 1; F0 = ϕ̂ ▷ initialisation

7: while Fmin < F0 < Fmax do ▷ ignore F0 if unrealistic

8: F0 = ϕ̂/n ▷ needed if F0 not contained in Φ̂

9: n = n+ 1

10: z = {} ▷ possible subset, zt,n, for a given time frame t

11: for ϕ̂ in Φ̂ do

12: if |(round(ϕ̂/F0) ∗ F0)− ϕ̂| < Ftol then ▷ ±Ftol

13: z.append(ϕ̂)

14: if z not in Z and length(z) > 1 then

15: Z.append(z) ▷ remove zt,n containing 1 harmonic

range of the human speech production system.

Consider the following illustrative example for a given frame: Pt = 5, Φt = {100, 200, 350, 400, 450}

and Ψt = {6.3 × 107, 4.5 × 107, 4.9 × 106, 2.3 × 106, 8.2 × 104} where Ψt = {ψt,1, · · · , ψt,Pt} and Φt =

{ϕt,1, · · · , ϕt,Pt
}. If ξ = 1× 106 then Φ̂t = {100, 200, 350, 400}. Then there are three possible associations

that are feasible if Fmin = 50 Hz and Fmax = 300 Hz. In the first case, the observations could be

interpreted such that F0 is 50 Hz and zt,0 = [100, 200, 350, 400]T . In the second case, the observations

could be interpreted such that F0 is 100 Hz and zt,0 = [100, 200, 400]T . In the third and final case, the

observations could be interpreted such that F0 is 200 Hz and zt,1 = [200, 400]T . Algorithm 1 outlines the

generation of the observations from the peak detections.

4.2.1.3 Kalman filter for F0 tracking

The F0 of active speakers is tracked by multiple Kalman filters [94] at each time frame, t. The input

observations, ẑt,n, contain subsets relating to possible harmonically related detections. The Kalman filters

track all possible F0 trajectories, xt = {x1,t, . . . , xI,t}, where xi,t corresponds to the F0 of the ith speaker,

i ∈ {1, . . . , I}. The F0 trajectory, denoted xi,t, for the ith speaker at time frame, t, is modelled as

xi,t = xi,t−1 + wi,t, wi,t ∈ N (0, σ2
w) , (4.1)
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where the F0 at t deviates from the F0 at t− 1 by a process noise term, wi,t, with a variance of σ2
w. The

observations, ẑt,n, associated with speaker, i, are modelled conditionally on xi,t as

ẑt,n = ht,nxi,t + vt, vt ∈ N (0,Rt) ,

Rt = diag(σ2
v , · · · , σ2

v) ,

(4.2)

where the covariance, Rt ∈ RNt×Nt , and variance, σ2
v , model the uncertainty in the observations, and ht,n

is a column vector with elements containing integer multiples of F0 that maps the current state to the

harmonic components contained in the current observation. For example, if ẑt,0 = [100, 200, 400]T (as

in the example of Section 4.2.1.2) where F0 is 100 Hz then ht,0 = [1, 2, 4]T . The Kalman filter operates

by estimating the state of the system and then acquiring feedback from the noisy measurements using a

prediction step and an update step. The predicted F0 estimate, x̂i,t|t−1, and predicted estimation variance,

pi,t|t−1, are given by

x̂i,t|t−1 = x̂i,t−1|t−1 , (4.3)

pi,t|t−1 = pi,t−1|t−1 + σ2
w . (4.4)

The updated F0 estimate, x̂i,t|t, and updated estimation variance, pi,t|t, are given by

x̂i,t|t = x̂i,t|t−1 + ki,t(ẑt,n − ht,nx̂i,t|t−1) , (4.5)

pi,t|t = (1− ki,tht,n)
2 pi,t|t−1 + ki,tRtk

T
i,t . (4.6)

The optimal Kalman gain, ki,t, is a row vector given by [94,98]

ki,t = pi,t|t−1h
T
t,nS

−1
i,t , (4.7)

where innovation variance, Si,t, is a matrix given by

Si,t = ht,npi,t|t−1h
T
t,n +Rt . (4.8)

Therefore, the error between measurement and prediction follows as

ei,t|t = ẑt,n − ht,nx̂i,t|t . (4.9)
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Figure 4.3: Multiple hypothesis tracking (MHT) procedure at each time frame.

4.2.1.4 Multiple hypothesis tracking

The flowchart in Fig. 4.3 on Page 41 demonstrates the MHT process at each time frame. At t = 0, all

observations, Ẑ0, are used to generate N0 new active Kalman filter tracks. For t > 0, each observation,

ẑt,n, could be interpreted as one of three alternatives: (i) a FA; (ii) the start of a new track or (iii) related

to a currently active track.

To resolve this uncertainty, all possibilities are expanded and MHT is utilised [97]. Fig. 4.4(b) on

Page 42 shows how new tracks are generated from active tracks and observations. In order to reduce

the computational complexity of the problem, gating [98] is also applied to each observation when it is

interpreted as being related to an active track. This gating is required in order to stop observations with

a low probability of belonging to the active track being used to update the track and instead generate a

new track hypothesis. This gating is dependent on the error between the measurement and the prediction,
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Figure 4.4: Multiple hypothesis tracking (MHT) illustration (a) Track hypotheses generated. (b) An
undirected graph, G, where each node is a track hypothesis and each edge connects two tracks that are

not conflicting. The nodes are indexed using the observations that make up each track.

ei,t|t, whenever an update is performed. Thus, gating is applied when a track is only updated by an

observation if ẽi,t|t is below a threshold, ζ, otherwise the update is rejected. ẽi,t|t is defined as the mean of

the absolute values of the estimation error ei,t|t for time frame t. This is because if the observation is too

far from the predicted estimate, it is considered unlikely to have originated from the active track.

Maximum weighted clique

The number of generated tracks grows exponentially as new observations become available, as illustrated

in Fig. 4.4(a), for practicality, therefore, pruning, e.g. [98], is required to reduce exponential growth

in the number of track hypotheses. Not all tracks can be valid as they may conflict with other tracks,

e.g. when more than one track uses one or more of the same observations in their history. The MWC

method [148, 149] is, therefore, used to find the most likely set of tracks that contain no conflicts. An

undirected graph, G = (V,E), is shown in Fig. 4.4(b) where each hypothesis track, Ti, is represented by

the node-set V = {T0, T1, · · · , TL}, and the set of edges is E ⊆ V ×V , consisting of M edges. A clique is a

subgraph of G with pairwise adjacent vertices, meaning that all pairwise vertices Ti and Tj are connected
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by an edge (i, j). To find the MWC, each node is assigned a score, wi, which is calculated by taking the

average value of all previous estimation errors, ei,t|t, evaluated at each update. The MWC solution is the

clique that maximises the following optimisation problem

max f(q) =

L∑
i=0

wiqi ,

s.t. qi + qj ≤ 1,∀(i, j) ∈ Ē ,

qi ∈ {0, 1}, for i ∈ {0, 1, · · ·L} ,

(4.10)

where qi = 1 if the node Ti belongs to the clique and qi = 0 otherwise. In this case, Ē denotes the edge set

of the complementary graph of G. The pruning technique then operates by calculating the MWC after k

time frames and discarding all other tracks.

4.2.1.5 Overlapping speech detection

Any tracks remaining after pruning are used to determine onsets and end-points of overlapping speech

by identifying uncorrelated tracks that indicate the activity of multiple, simultaneously active speakers.

This is accomplished by first detecting any changes in the track cardinality. In the illustrative example in

Fig. 4.5, the track cardinality changes from 3 to 5 at the time frame, ot. Between changes in the track

cardinality, the harmonic relation between tracks as well as the similarity of the estimated trajectories are

compared in a two-stage process to confirm overlapping speech.

In the first stage, candidates of harmonically related tracks are identified as those tracks whose mean

frequency corresponds, within a tolerance of ±Ftol, to an integer multiple of any other tracks. Candidates

that are not harmonically related indicate overlapping speech such as {100, 124, 197, 259, 299} Hz in Fig. 4.5.

For each set of harmonically related candidates, e.g. {102, 199, 303} Hz in Fig. 4.5, the corresponding

trajectories are compared by evaluating the MSE between all pairs in the set. Pairs corresponding to a

MSE above a preset threshold, η, indicate a speaker overlap. The time of this overlapping speech onset,

ot, can also be considered as an onset of a new speaker prior to the previous speaker stopping.

The advantage of this method is that it is robust to the situation where one speaker generates multiple

tracks since all the tracks generated by the same speaker will have the same trajectory and will also be

harmonically related.
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Figure 4.5: Overlapping speech detection.

4.2.1.6 Speaker change detection

The detection of overlapping speech onsets, ot, provides the speaker changes relating to the onset of a new

speaker before the end-point of a previous speaker. To obtain the full segmentation, it is also necessary to

detect speaker changes, ct, when the onset of a new speaker happens after the end-point of the previous

speaker.

To accomplish this, the previous method presented in Chapter 3 and in [5], which operates using a single

track, is further developed here. Speaker change detection is achieved by exploiting the temporal variations

in the F0. Whereas the previous version of the algorithm operates on only a single track, it has been

shown above that multiple tracks can be generated for the same speaker. Therefore, in this work, the

tracks are pruned to leave only the track that corresponds to F0. To achieve this pruning, the ψ̂t,p values

related to all the measurements, ϕ̂t,p, that correspond to a given track are summed for the periods where

multiple tracks are active. These results are then used to select the strongest candidate, defined here as

the track with the largest sum, Bt.

4.2.1.7 Proposed System-1 segmentation

The complete speaker segmentation is finally determined as the union of the sets of speaker changes, ct,

with the overlapping speech onsets, ot.

4.2.2 Proposed System-2 Architecture

The number of possible F0 tracks generated by the proposed System-1 (described in Section 4.2.1) grows

exponentially, due to the MHT, as new observations become available. As a result, the computational

complexity of the proposed System-1 is high, making it an inefficient implementation. A second system

architecture (System-2) is, therefore, proposed which aims at lowering the computational complexity by
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Figure 4.6: Proposed System-2 architecture with sn: input signal, Φ̂t: peak detections, Ψ̂t: detection
reliabilities, Ẑt: selected observations, Ti: selected track hypotheses.

the use of pre-processing to reduce the number of new observations at each frame. A computational

complexity comparison of both systems is given and explored in detail in Section 4.3.1.2 on Page 47.

The proposed System-2 (shown in Fig. 4.6), therefore, shares many components with the proposed

System-1 architecture; the only addition being that of a pre-processing step to select the best non-conflicting

observations (which is described in Section 4.2.2.1). The proposed System-2 pre-processing also removes the

need for any post-processing, used in System-1, such as overlapping and speaker change detection.

The complete System-2 architecture includes the following components: (i) Measurements of the harmonic

frequencies are first obtained using a spectral peak detector (see Section 4.2.1.1). (ii) Subsets of the

detected peaks are used to generate possible harmonically related observations (see Section 4.2.1.2).

(iii) The best non-conflicting observations (see Section 4.2.2.1) are used to track the voiced F0 of multiple,

overlapping speakers using a Kalman filter (see Section 4.2.1.3). However, the association of subsets of

peak detections with the F0 of a specific speaker is unknown a priori. This problem is exacerbated by some

subsets being related to FAs1. (iv) A MHT method [96,98,139] is, therefore, proposed (see Section 4.2.1.4)

that probabilistically updates the F0 tracks using physically feasible subsets of peak detections. (v) To

reduce the number of track hypotheses and, therefore, the computational complexity, a MWC method is

also deployed (see Section 4.2.1.4). (vi) The complete segmentation is obtained from the resulting tracks

where the start of a track corresponds to the onset of a speaker and the end of a track corresponds to the

end-point of a speaker (see Section 4.2.2.2).
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4.2.2.1 Best non-conflicting observation selection

At each time frame, Nt observations are generated, such that Zt
∆
= {zt,0, zt,1, · · · , zt,Nt

}. A particular

problem arises when the observations result in multiple tracks for a single speaker at harmonics or

subharmonics of F0. The subsequent detection errors are normally classified as harmonic or octave errors,

which are also common in F0 estimation algorithms [150]. An F0 observation is said to conflict if it is a

harmonic or subharmonic of any other observation. To reduce such errors in the proposed method, only

one F0 observation is tracked if multiple F0 observations conflict. At each time frame, t, an iterative

selection process is utilised to select the best non-conflicting observations. An empty set, Ẑt, is first

initialised. Then, at each iteration, the observation composed of the most measurements, that is the

observation vector, ẑt,0, of longest length is appended to Ẑt and all observations conflicting with ẑt,0

are removed. If two or more observation vectors have the same length then the one associated with the

highest F0 is appended. This iterative process continues until all observations are either appended to Ẑt,

or removed. The Mt ≤ Nt selected observations, Ẑt = {ẑt,0, ẑt,1, · · · , ẑt,Mt
}, at each time frame are then

used to form tracks.

4.2.2.2 Proposed System-2 segmentation

The result of the proposed System-2 is a complete segmentation, obtained from the analysis of the

individual tracks. The onsets and end-points of a speaker correspond to times of initialisation and

termination respectively of the corresponding tracks.

4.3 Experimental Setup

This section summarises two experiments that are carried out to evaluate the performance of the two

proposed systems. A baseline is introduced for performance and complexity comparison. Code for the

proposed methods is available at [142].

4.3.1 Exp-1: Full Segmentation using the Proposed System-1 and System-2

Exp-1 evaluates the performance of the two proposed methods as complete segmentation systems. System-2

is compared against System-1 and the baseline, a state-of-the-art deep learning approach presented

in [41].

To make the comparison more valid Pyannote provides a model that was pre-trained [151] on the AMI

corpus. It was this pre-trained model that was used as the baseline for this experiment. In Section 4.3.1.3
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Pt ξ Fmin, Fmax, Ftol σw, σv ζ k η

20 1.0× 106 70, 300, 5 10, 400 25 1 7

Table 4.1: Parameter Setting.

the method used to train this baseline model, provided by Pyannote, is described in detail. The code for

the two proposed methods can be found here [152].

4.3.1.1 Parameters of System-1 and System-2

In Exp-1 and Exp-2, a modified version of PEFAC [115,121] was developed as the spectral peak detector

for both System-1 and System-2. The modification removes the restriction, in PEFAC, that the filter

used to detect the harmonics is centred in the limited range of 0.9 - 1.1 times the F0. The parameters

selected for System-1 and System-2 in the experiments, as shown in this chapter, are given in Table 4.1

where initialisation uses both physiological constraints of σw: process noise variance, σv: observation noise

variance, Fmin: minimum allowed F0, Fmax: maximum allowed F0, Ftol: allowed tolerance of harmonic

components and empirical tuning of Pt: maximum number allowed spectral peaks, ξ: voiced frame

threshold, ζ: VAD region merge threshold, k: the interval of time frames before discarding less likely

tracks using the MWC, η: speaker overlap threshold. This empirical tuning was achieved through an

exhaustive grid search [124] on the development set of the AMI corpus.

4.3.1.2 Computational complexity of System-1 and System-2

The proposed System-1 approach is computationally demanding as all generated subset information needs

to be kept and tracked. In contrast, the proposed System-2 approach has a lower computational complexity

making it a more efficient implementation. To highlight the efficiency of the proposed System-2 approach,

consider the computational complexity for a given time frame, t, with At active tracks and Nt observations.

If all tracks are updated with all observations, then At ×Nt possible new tracks are created. It is also

possible that all Nt observations are wrong and, therefore, for each active track only the prediction step is

performed, creating At further tracks. Assuming in this analysis that no tracks are terminated and no

observations are discarded due to gating, the total number of possible new tracks is (At ×Nt) +At. The

MWC is then computed using the Bron-Kerbosch algorithm [153], an enumeration algorithm for finding

MWCs in an undirected graph, where each possible track represents a node. Calculating the MWC at

each time step is the most expensive operation and, therefore, the Bron-Kerbosch algorithm dominates

the complexity O-number. In the worst case, the time complexity for the Bron-Kerbosch algorithm is
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O(3
L
3 ) for an L-node graph. Accordingly, the complexity for each time frame is

f = O(3(AtNt+At)/3) . (4.11)

Therefore, the number of tracks, At, and observations, Nt, at each time frame determine the computational

complexity. The reduced computation of the proposed System-2 method over the proposed System-1 is

achieved due to the early pruning in order to reduce the number of observations at each stage. Moreover,

the proposed approach benefits from not requiring a post-processing step since each speaker corresponds

to exactly one track.

4.3.1.3 Baseline in Exp-1

The baseline is a state-of-the-art deep learning approach [41]. This task can be formulated as a sequence

labelling task where the input is the sequence of feature vectors

X = {x1,x2, · · · ,xT } , (4.12)

where X is a sequence of frame features extracted on a short overlapping sliding window and T is the

total number of frames. The output is denoted by the corresponding sequence of labels

y = {y1, y2, · · · , yT } ∈ {0, 1}T . (4.13)

The pyannote.audio [41] framework was used to train a neural network f : X → y that matches a

feature sequence X to the corresponding label sequence y. If there is a speaker change at frame t then

yt = 1 otherwise yt = 0.

Data: The partitions used for training, validation and testing in this experiment were the partitions

suggested by the AMI corpus [101].

Feature extraction: The waveform is used directly where xt is SincNet learnable features [147].

Network architecture: The model stacks 2 BLSTMs and a multi-layer perceptron, each with 128 units

in both forward and backward directions, and a final classification layer (2 units, softmax activation).

This was to match the architecture from the original paper [41,147].

Training: The network was trained for 1000 epochs on the AMI database using the training set given
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Figure 4.7: Illustrative example of the evaluation framework used in Exp-1 where the blue dashed lines
represent the oracle speaker change boundaries and the grey regions correspond to the given collar. A

‘HIT’ is where a speaker change has been detected once. A ‘MISS’ is when a speaker change has not been
detected and a multi-hit, ‘MH’, is where a speaker change has been detected multiple times within its

collar. A false alarm (FA) is when a detection falls outside of any speaker change collars.

in the ‘full-corpus partition of meetings’ [103]. The training configuration is the same as the original

paper [41,147]. To address the class imbalance problem and to account for human annotation imprecision,

a 50 ms collar (which is the same collar length used in Chapter 3) is used around each speaker change

event. The training is implemented using the Keras toolkit [154].

Targets: The speaker change labels are obtained from the ground-truth AMI annotation files.

4.3.1.4 Evaluation framework used for Exp-1

To evaluate the performance of the proposed systems, the following metrics have been defined (more

details are given in Section 2.3.5.1 on Page 16). A ‘HIT’ is when a speaker change has been detected once.

A ‘MISS’ is when a speaker change has not been detected and a ‘MH’ is when a speaker change has been

detected multiple times within a time collar applied around every ground-truth speaker change in order

to account for possible inaccuracies [9]. A FA is when a detection falls outside of any speaker change

collars.

The HR is given by
HITs + MHs

HITs + MHs + MISSs
expressed as %. (4.14)

The MISS rate is given by complement percentage of the HR. The false alarm (FA) rate is given by

FAs
HITs + MHs + FAs

expressed as %. (4.15)

The MH rate is given by
MHs

HITs + MHs
expressed as %. (4.16)

These detection types are defined graphically in Fig. 4.7 where the scores would be as follows: HR: 75%,
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59 MFCC Features

19 Cepstral coefficients
19 Delta cepstral coefficients
19 Delta delta cepstral coefficients
1 Delta energy coefficients
1 Delta delta energy coefficients

Table 4.2: MFCC Features.

MISS rate: 25%, MH rate: 33%, false alarm rate (FAR): 57%. A standard collar of 250 ms is used for

Exp-1. The MSE in time is also calculated for all the HITs and the closest MH detections to the ground

truth given by the AMI annotation files.

4.3.2 Exp-2: Full Segmentation using the F0 Tracks as Features in F0-BLSTM

4.3.2.1 Proposed F0-BLSTM model

Exp-2 evaluates the performance of the proposed method when used as an input feature to the F0-BLSTM,

the same BLSTM used for the baseline. This section shows how the F0 can be used as an input feature to

a deep neural network (DNN) along with standard MFCC features.

Data: The partitions used for training, validation and testing in this experiment were the same partitions

that were used for Exp-1.

Feature extraction: Two features are extracted for use in Exp-2. A 59-dimensional MFCC feature is

extracted using librosa [155] as shown in Table 4.2, and a 26-dimensional F0 feature is extracted using

the proposed method. To extract this F0 feature using the proposed System-2 at each frame, 26 bins

are created at intervals of 10 Hz in the range from 50 to 300 Hz. Each bin is assigned a value of ‘1’ if

a track is contained in that bin and ‘0’ otherwise. This makes it possible to create a feature vector of

a fixed length that captures the number of F0 tracks and their frequency information at each frame. A

comparison is made by performing segmentation using the 59-dimensional MFCC feature alone and in

conjunction with the 26-dimensional F0 feature.

Network architecture: The F0-BLSTM uses the same network architecture as the baseline from Exp-1

(see Section 4.3.1.3).

Training: The network was trained for 200 epochs on the same AMI training set used in Exp-1. The

same training configuration as Exp-1 was also used.
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Targets: The same targets as Exp-1 are used which were obtained from the ground-truth AMI annotation

files.

4.3.2.2 Exp-2: Evaluation framework

To evaluate the performance of the F0-BLSTM when trained on different features, pyannote.metrics

[100] was utilised. Two metrics are calculated: 1) the segment-wise coverage, which is the ratio of the

duration of the intersection with the most co-occurring hypothesis segment, and the duration of the

reference segment; 2) the purity, which would be the same as the coverage if the reference and hypothesis

segments were to switch roles and indicates how pure the hypothesis is for each segment. The results

presented in Section 4.4.2 are a duration-weighted average over each segment.

4.4 Experimental evaluation

In this section, the performance of Exp-1 and Exp-2 will be evaluated on the AMI corpus.

4.4.1 Exp-1 Evaluation

Exp-1 is evaluated (see Section 4.3.1.4) on AMI and the statistical results are given in Table 4.3. An

illustrative example is also provided in Fig. 4.8 on Page 52 and Fig. 4.9 on Page 53 to compare the

proposed System-1 method against the proposed System-2.

4.4.1.1 Illustrative example on AMI

To illustrate the operation of the proposed System-1, shown in Fig. 4.8, and System-2, shown in Fig. 4.9,

a speech segment from meeting ‘TS3003b’ in the AMI corpus [103] was selected. Fig. 4.8(a) and

Fig. 4.9(a) show Φ̂t generated from PEFAC. Fig. 4.8(b) shows the observations, Zt, generated from the F0

measurements, Φ̂t, (see Section 3.2). Fig. 4.8(c) highlights how multiple tracks, Ti, can be generated for

the same speaker when System-1 is used. Fig. 4.8(c) also shows how all these tracks are still harmonically

related to each other. Fig. 4.9(b) shows the effect of choosing the best non-conflicting observation used in

the proposed method. Lastly, Fig. 4.9(c) demonstrates how post-processing is not needed as the single

speaker no longer has multiple tracks associated with it. To compare the performance of the proposed

System-1, Fig. 4.8(d), and proposed System-2, Fig. 4.9(d), the results for both methods are shown.
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Figure 4.8: Illustrative AMI example using the proposed System-1. (a) PEFAC output, (b) generated
observations where the black crosses show the F0 value for each observation, (c) generated tracks from all

possible observations (System-1 before post-processing) and (d) proposed System-1 performance.

The complete segmentation given by System-1, shown in Fig. 4.8(d), results in 3 errors (1 MISS and 2 FA)

caused by the F0 track of Speaker 2 being very similar to the first harmonic of Speaker 1. This highlights

a disadvantage of System-1 where all the observations are tracked. The complete segmentation given

by System-2, shown in Fig. 4.9(d), contains two errors (1 MH and 1 FA) due to an unvoiced region of
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Figure 4.9: Illustrative AMI example using the proposed System-2. (a) PEFAC output, (b) best
non-conflicting observations, (c) generated tracks from best non-conflicting observations and (d) proposed

System-2 performance.

speech from Speaker 1 between [2.28,2.58] s. The System-2 method attempts to deal with this problem

of unvoiced speech by continuing tracks even after the F0 is no longer detectable. This can be seen

earlier in the example between [1.21, 1.45] s where there are gaps in the detection of the F0 track from

Speaker 1.
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(a) HR comparison on the IHM mixed-down stream.
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(b) HR comparison on the SDM Stream.
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(c) False alarm rate comparison on the IHM mixed-down stream.
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(d) False alarm rate comparison on the SDM Stream.

Figure 4.10: Performance comparison of both the individual headset microphone (IHM) mixed-down
stream and the single distant microphone (SDM) stream on the multi-speaker meetings in the AMI

corpus along with the bidirectional long short term memory network (BLSTM) approach (baseline) using
a collar of 250 ms. (A tabular form of these results is also given in Table 4.3 on Page 54.)
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(a) Mean rate comparison on IHM mixed-down stream.
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(b) Mean rate comparison on the SDM Stream.

Figure 4.11: Comparison of the mean rates on both the individual headset microphone (IHM)
mixed-down stream and the single distant microphone (SDM) stream on the multi-speaker meetings in

the AMI corpus. (A tabular form of these results is also given in Table 4.3 on Page 54.)

4.4.1.2 Statistical results on AMI

To evaluate the performance, the two proposed methods are compared against a commonly used BLSTM

baseline method [41] where the model was trained on the AMI corpus [103]. Two types of microphone

inputs were used in the evaluation of 24 meetings in the AMI corpus: (i) mixed-down individual headset

microphone (IHM) stream containing the sum of close-talking microphones without significant reverberation

or noise; (ii) a SDM containing room reverberation and ambient noise. The results in Table 4.3 on Page 54

show that the two proposed methods achieve a better HR using only the F0 information compared to a

baseline that uses SincNet learnable features extracted from the raw waveform. One explanation for the

improvement in the HR seen on the proposed systems is an improvement in detecting overlapping speech

events in the spoken backchannel, such as ‘um’ and ‘uh-huh’.

The proposed System-2 method also achieves an improvement of 1.2% on the HR on the SDM stream

compared against the performance on the IHM stream. The improvement in HR does, however, need

to be traded off against a degradation of 1.0% in the FAR. What should be noted is that the 1.2%
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Figure 4.12: Performance comparison of the F0-BLSTM system using F0 and MFCCs as input features
on the SDM stream. The meetings are ordered alphabetically in three subgroups. The first group sees an
improvement in both metrics; the second group only sees an improvement in purity and the last group

only sees an improvement in coverage.

improvement in HR and a slight increase in FAR does show that the proposed System-2 method is not

massively affected by the presence of noise and reverberation. The BLSTM baseline is more affected by

these degradations which can be seen from a drop in HR of 3.9% and an increase in the FAR by 16.6%

between the IHM and SDM stream.
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Meeting
F0 + MFCC Features MFCC Features

HIT MISS MH MSE FA HIT MISS MH MSE FA

EN2002a 80.9% 19.1% 60.1% 0.015 24.4% 80.7% 19.3% 64.3% 0.016 27.6%
EN2002b 81.0% 18.9% 54.3% 0.015 28.7% 80.1% 19.9% 61.9% 0.015 31.8%
EN2002c 74.2% 25.8% 50.6% 0.014 29.5% 69.0% 30.9% 51.0% 0.017 34.5%
EN2002d 81.8% 18.2% 60.3% 0.016 23.4% 81.7% 18.3% 64.2% 0.018 27.4%
ES2004a 59.1% 40.9% 36.6% 0.021 29.9% 57.5% 42.5% 43.8% 0.020 32.9%
ES2004b 59.2% 40.8% 36.9% 0.017 24.8% 53.9% 46.1% 32.0% 0.016 29.4%
ES2004c 53.0% 47.0% 29.5% 0.020 24.4% 52.4% 47.6% 30.9% 0.021 27.9%
ES2004d 63.3% 36.7% 38.4% 0.016 27.0% 61.1% 38.9% 39.9% 0.019 30.9%
ES2014a 47.3% 52.7% 25.4% 0.023 44.1% 60.5% 39.5% 50.0% 0.020 41.5%
ES2014b 49.7% 50.3% 31.1% 0.020 40.7% 48.0% 52.0% 34.9% 0.023 47.6%
ES2014c 57.2% 42.8% 33.7% 0.023 33.9% 60.9% 39.1% 42.2% 0.020 37.0%
ES2014d 44.5% 55.5% 23.7% 0.019 36.2% 53.3% 46.7% 36.8% 0.018 41.6%
IS1009a 45.5% 54.5% 25.1% 0.022 33.6% 45.0% 55.0% 22.8% 0.016 39.6%
IS1009b 46.2% 53.8% 22.0% 0.020 25.5% 50.1% 49.9% 30.1% 0.021 28.9%
IS1009c 50.1% 49.9% 32.0% 0.016 34.5% 40.0% 60.0% 22.9% 0.016 60.4%
IS1009d 46.5% 53.5% 27.3% 0.016 23.9% 38.6% 61.4% 18.4% 0.025 35.3%
TS3003a 42.2% 57.8% 24.9% 0.026 58.8% 28.5% 71.5% 16.7% 0.020 64.1%
TS3003b 48.1% 51.9% 32.1% 0.019 45.6% 27.2% 72.8% 15.6% 0.026 52.8%
TS3003c 65.1% 34.9% 41.2% 0.018 60.3% 60.1% 39.9% 39.1% 0.020 65.4%
TS3003d 64.0% 36.0% 39.7% 0.018 38.1% 55.3% 44.7% 35.5% 0.018 34.5%
TS3007a 67.5% 32.5% 44.6% 0.016 26.2% 66.6% 33.4% 51.9% 0.015 28.9%
TS3007b 67.9% 32.1% 43.1% 0.014 23.9% 53.9% 46.1% 34.2% 0.018 32.1%
TS3007c 73.9% 26.1% 48.0% 0.018 28.2% 72.0% 28.0% 54.7% 0.017 32.6%
TS3007d 78.1% 21.9% 53.8% 0.018 23.0% 73.1% 26.9% 52.0% 0.019 30.4%

Std Dev 12.8% 12.8% 11.4% 0.003 10.3% 14.6% 14.6% 14.3% 0.003 11.4%
Mean 60.3% 39.7% 38.1% 0.018 32.9% 57.1% 42.9% 39.4% 0.019 38.1%

Table 4.4: Performance comparison of the F0-BLSTM system using F0 and MFCCs as input features on
the SDM stream with a collar of 250 ms. (A graphical representation of these results is also given in

Fig. 4.13 on Page 59.)

4.4.2 Exp-2 Evaluation

In its simplest, direct form, the proposed System-2 only relies on F0 information. This motivates

consideration of the proposed method as part of a multimodal approach. Such a multimodal approach

can be formulated by using the proposed System-2 to calculate F0 features and using those features in

conjunction with other audio features as an input to the F0-BLSTM system. The network architecture

and feature extraction of the F0-BLSTM system along with a description of the data used for training is

elaborated on in Section 4.3.2.

4.4.2.1 Statistical results on AMI

The performance is evaluated on the AMI SDM stream and the results for the coverage and purity can

be seen in Fig. 4.12. The increase in performance by including F0 features generated from the proposed
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(a) HR comparison of the F0-BLSTM system using F0 and
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(b) False alarm rate comparison of the F0-BLSTM system using
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(c) Comparison of mean rates on the F0-BLSTM system using
F0 and MFCCs as input features on the SDM stream

Figure 4.13: Performance comparison of the F0-BLSTM system using F0 and MFCCs as input features
on the SDM stream with a collar of 250 ms. (A tabular form of these results is also given in Table 4.4 on

Page 58.)

System-2 is evident. 20 out of 24 meetings have an improvement in purity; the largest improvement being

5.51% for meeting ‘IS1009c’. The coverage is also improved by incorporating the F0 with improvements

seen in 18 out of 24 meetings; the largest improvement is in meeting ‘EN2002c’, which increased by 8.15%.

In 14 out of 24 meetings, both the purity and the coverage are improved by incorporating the proposed F0

features. Furthermore, there are no meetings where the performance is worse for both measures.
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Figure 4.14: AMI meeting ‘IS1009c’ between [18:26, 18:31] mins. (a) Reference given by the AMI labels
where Speaker 1 is ‘FIO084’, Speaker 2 is ‘FIO089’ and Speaker 3 is ‘FIE088’. (b) Segmentation

generated from F0-BLSTM using only MFCCs as input features. (c) Segmentation generated from
F0-BLSTM using both MFCCs and F0, extracted from the proposed method, as input features.

The explanation for this improvement is that it is likely due to better overlapping speech detection. To

illustrate this for meeting ‘IS1009c’, an example is given in Fig. 4.14 that shows the improvements to

overlapping speech detection when F0 features from the proposed System-2 are utilised. In this example,

Speaker 1 is active for the entire 6 seconds shown while Speakers 2 and 3 voice the phatic expressions of

‘mm-hm’ to signify they are listening.

‘TS3003b’ is an example of a meeting where including the F0 features generated by the proposed System-2

does not improve the performance in terms of coverage (see Fig. 4.12). One possible explanation is that

FAs can be caused by hesitation markers (e.g. ‘um’, ‘er’, or ‘uh’) which are words that are spoken in

conversation by the active speaker to indicate that they have not finished speaking.

The performance is also evaluated using the metrics for Exp-1 and the results are given in Table 4.4.

It can be seen that the four ‘TS3003’ meetings give a poor performance when only MFCC or SincNet

learnable features (see Table 4.3) are used. This performance can be improved, however, by the addition

of F0 features.

An example of these FA errors can be seen between [10:24, 10:35] mins in meeting ‘TS3003b’ which contains

the utterance “you can put uh a lot uh of uh functions uh in one uh yeah” from speaker ‘MTD011UID’.

These hesitation markers are the cause of FAs due to the speaker voicing them at a different F0 from

the rest of his utterance. The proposed System-2 incorrectly identifies the ‘uh’ hesitations as a different

speaker. These FA detections result in errors being present in the generated F0 feature.
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The inclusion, therefore, of the proposed F0 features in a segmentation system improves the overlapping

speech detection. It is, however, worth bearing in mind that the inclusion of the proposed F0 features

does result in more FAs caused by hesitation markers. Another way to view the impact of including the

proposed F0 features is to say that not including F0 features will lead to mostly ‘under segmentation’ errors

and the inclusion of F0 features will likely lead to ‘over segmentation’ errors. The results (see Fig. 4.12)

show that in the AMI corpus, F0 inclusion leads to better overall performance in most cases.

It could also be argued that in a complete diarization system ‘over segmentation’ errors are easier to

handle as two segments belonging to the same speaker can be merged back together. If an audio recording

is ‘under-segmented’, however, it becomes a much more challenging problem to solve.

4.5 Conclusion

This chapter has shown that the harmonic structure of voiced speech can be exploited for the task of

speaker segmentation. An investigative study on a well-established corpus of conversational speech showed

how changes in F0 and changes in speaker are related. A novel method has been proposed that relies on a

MHT framework to track multiple speakers even when they are talking simultaneously. The proposed

method outperformed a BLSTM approach, in terms of HR, by 12.9% on the AMI corpus SDM stream.

It has also been shown that the F0 estimates obtained by the proposed System-2 can be used as input

features for neural networks. This chapter showed that the segmentation performance of the baseline

BLSTM can be improved by 1.21% in terms of coverage and 2.45% in terms of purity, by incorporating

the F0 estimates as input features, in addition to MFCCs. This work has also been published in the

following papers [3, 4, 142].



Chapter 5

OVERLAPPING SPEAKER SEGMENTATION USING

FUNDAMENTAL FREQUENCY AND DIRECTION OF

ARRIVAL ESTIMATION

5.1 Introduction

As has been discussed in the preceding chapters, it is often desirable to detect which person is speaking

at any given time in an audio recording [20] by the process of diarization. Accurate diarization is

increasingly important for a multitude of applications including voice-controlled smart devices [21], speaker

indexing [13], ASR [12] and multi-speaker separation [23]. In this chapter, the focus will be on segmentation

which is one important aspect of the diarization process. Speaker segmentation is the process of detecting

the onsets and end-points of each speaker utterance. One of the main challenges presented by speaker

segmentation is that of segmenting overlapping speech, where a new speaker begins to speak before a

previous speaker has stopped [26]. Overlapping speech is not the only complication, however, when it

comes to speaker segmentation. Noise [29] and reverberation [28] also make the task more difficult.

A number of approaches were proposed to solve the problem of speaker segmentation. Most of these

methods rely on features that fall into three separate categories: acoustic features [5, 85], spatial features

[156] and linguistic features [157]. More recently data-driven, deep learning approaches have become

popular [57,89,90]. However, these approaches often require large amounts of labelled training data.

The tracking of the temporal variations of a speaker’s F0 has already been shown to be useful in

overlapping speaker segmentation [3] (see Chapter 4). The main problem with F0-only tracking is the issue

of unvoiced speech [143] which does not contain an F0 or any significant harmonic characteristics [144,145].

Likewise, direction of arrival (DoA) [80] information has also been exploited in the past for speaker
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segmentation within the diarization task [158] and is commonly used in simultaneous localization and

mapping (SLAM) [22].

In the past methods have been proposed that used DoA information to improve segmentation performance

by enhancing the clustering step of uniformly segmented systems (see Fig. 1.1). These include [159] where

MFCC coefficients are concatenated with time difference of arrival (TDoA) values to give a single vector

which is passed to a HMM-based AHC framework where the clusters are merged in successive iterations

to finally reach the optimal number of clusters [47]. Likewise, [160] shows that using DoA features alone

can achieve a good segmentation and speaker clustering performance but also shows that DoA features

are complimented by the use of acoustic features. The limitation of these methods is that they attempt

to solve the segmentation task by using a clustering and re-alignment step and, therefore, do not take

advantage of spatially varying temporal information.

It has also been shown that DoA information can be used as the sole input feature to a given segmentation

system. For example, in [161] the DoA estimator proposed in [162] is used to estimate both the azimuth of

the sound source and its power. A probabilistic model called dynamic latent Dirichlet allocation (dLDA) is

then used for speaker clustering which is able to automatically infer the number of clusters. More recently

in [163] spatial information was exploited through robust statistical Gaussian mixture model (GMM)

modelling of TDoA estimates obtained using pairs of microphones. These methods all suffer from

clustering mistakes introduced by the unreliable DoA estimates that could be overcome by using acoustic

features.

Another problem with DoA-only segmentation methods is that they often estimate just one DoA per

frame making them not suitable for overlapping speech for which two or more speakers at different

DoAs are simultaneously active. Methods have been proposed that attempt to solve the overlapping

speaker segmentation task using DoA information, such as, [164] which uses a multi-look [165] approach

to calculate several look directions covering the panorama. This multi-look strategy allows the proposed

system to automatically learn specific spatial information. However, this still does not solve the problem

that arises when multiple speakers are located at the same azimuth making the speakers impossible to

differentiate.

In this chapter, a method has been proposed that attempts to overcome the limitations of these previous

methods by exploiting the varying temporal information, unlike [159, 160]. The proposed method will

also track both an acoustic and spatial feature, in contrast to [161, 163] and will, therefore allow for
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Figure 5.1: Proposed system architecture with sn,t: input signals, Φ̂t: reliable peak detections, dt:
selected DoA observations, Ft: selected F0 observations, Ti: selected track hypotheses for the i-th speaker.

the tracking of multiple speakers even when they are located at the same azimuth which is not possible

using [164]. The proposed method builds on the work from Chapter 4 by using a Kalman filter [94]

and MHT [97] to simultaneously track both the F0 and spatial DoA features with the aim of achieving

more accurate speaker segmentation even in the context of overlapping speech. The multiple signal

classification (MUSIC) algorithm [80, 166] is used to estimate the DoA features that will be passed to the

MHT framework (see Section 5.2.3). The MUSIC algorithm was chosen as it has been shown to work

well for the task of speaker segmentation [167,168] in the past. However, [167,168] still suffer from the

limitation that different speakers cannot share the same azimuth.

This proposed method of simultaneous tracking of F0 and spatial DoA features approach is also

advantageous as it removes a drawback of F0-only methods. The drawback is that tracks generated by

F0-only methods are not able to span over unvoiced regions. However, with DoA tracking this becomes

possible as it can track speakers even when the F0 is absent. The proposed approach is summarised in

Fig. 5.1, and shows how F0 and DoA information is exploited simultaneously for tracking.

It is shown that when the proposed approach is evaluated on 12 meetings of the AMI corpus using a

circular microphone array, that consisted of eight miniature omnidirectional electret microphones, placed

in the centre of the meeting participants, it outperforms a BLSTM approach by 14.1% in terms of HR. It

has also been shown that the proposed method achieves a reduction of 3.9% in the FAR and 16.3% in the

MH rate when compared against a MHT approach that relies on only the F0 estimates. This work was

also published in the following paper [2].
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5.2 Proposed Method

5.2.1 Spectral Peak Detector

In this work, all the harmonics of voiced speech are tracked so that overlapping speech can be considered.

This is in contrast to existing work, e.g. [5], where only the most predominant F0 is tracked. The harmonic

estimates of voiced speech are obtained using a spectral peak detector to generate Y peak detections,

Φt = {ϕt,1, · · · , ϕt,Y }, for each time frame, t, from the STFT of the input signal. Only the reliable peak

detections, Φ̂t = {ϕ̂t,1, · · · , ϕ̂t,J}, are retained where the reliability is determined by thresholding each

peak’s amplitude by ξ as described in Section 4.2.1.1 on Page 38.

5.2.2 Harmonic Subset Generation

The method in [3, 4] is used to create subsets, ft,m, which are vectors containing reliable peak detections,

ϕ̂t, that are harmonically related. Multiple subsets are considered to allow tracking of more than one

F0 track in the presence of overlapping speech. It is still possible, however, for subsets to conflict if the

F0 of a subset is a harmonic or subharmonic of the F0 of any other subset. Thus, at each time frame,

an iterative selection process is utilised to select the best non-conflicting subsets. This selection process

will stop tracks from being created for the subharmonic or for integer multiples of the F0. M selected F0

observations, Ft = {ft,0, ft,1, · · · , ft,M}, at each time frame, t, are then used to form tracks. However, the

association of an observation with the F0 of a specific speaker is unknown a priori.

5.2.3 Direction of Arrival Estimator

The MUSIC algorithm [80,166] is a popular super-resolution technique for narrowband DoA estimation.

There currently exists a strongly developed framework for the algorithm due to its popularity and for

this reason, it is used in this work to estimate the DoA of multiple speakers. At each time frame, t, DoA

observations are generated along with their relative peak amplitude.

5.2.4 Direction of Arrival Selection

The first J DoA detections, dt = {dt,0, dt,1, · · · , dt,V }, with the largest peak amplitudes are considered.

Then, of these detections, only those with an amplitude greater than a threshold are considered reliable

measurements. The threshold is chosen as β per cent of the mean value of the next B DoA detections in

descending order of amplitude.
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5.2.5 Kalman Filter

At each time frame, t, every DoA observation, dt,v, is appended to every F0 observation, ft,m, to create a

new combined observation,

zt,n = [ft,m, dt,v]
T , (5.1)

for every possible combination. The Kalman filter state for the i-th speaker, modelled by the F0 and the

DoA using xf and xd respectively, is

xi,t = xi,t−1 +wt, wt ∼ N (0,Qt) , (5.2)

where

xi =

[
xf , xd

]T
, Qt = diag

(
σ2
wf
, σ2

wd

)
. (5.3)

The state at t evolves from the state at t− 1 by a process noise term with a covariance Qt ∈ R2×2, and

variances, σ2
wf

and σ2
wd

for the F0 and DoA respectively. The observation, zt,n, associated with the i-th

speaker is modelled conditional on xi,t as

zt,n = Ht,nxi,t + vt, vt ∼ N (0,Rt) ,

Rt = diag
(
σ2
vf
, · · · , σ2

vf
, σ2

vd

)
,

(5.4)

where the covariance, Rt ∈ RNt×Nt , and the variances, σ2
vf

and σ2
vd

for the F0 and DoA respectively,

model the uncertainty in the observations, and

Ht,n =

h0 h1 · · · hK 0

0 0 · · · 0 1


T

, (5.5)

where hk is the harmonic order of the associated harmonic observation plus one.

In the Kalman filter, a prediction step is performed where the state, x̂i,t|t−1, predicted for time frame, t is

given by

x̂i,t|t−1 = x̂i,t−1|t−1 , (5.6)

Pi,t|t−1 = Pi,t−1|t−1 +Qt . (5.7)
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The updated F0 and DoA estimate, x̂i,t|t, and updated estimation covariance, Pi,t|t, are given by

x̂i,t|t = x̂i,t|t−1 + ki,t(zt,n −Ht,nx̂i,t|t−1) , (5.8)

Pi,t|t = (I− ki,tHt,n)
2 Pi,t|t−1 + ki,tRtk

T
i,t . (5.9)

The Kalman gain, ki,t, is a row vector given by [94,98]

ki,t = Pi,t|t−1H
T
t,nS

−1
i,t , (5.10)

where innovation variance, Si,t, is a matrix given by

Si,t = Ht,nPi,t|t−1H
T
t,n +Rt . (5.11)

Therefore, the error between measurement and prediction follows as

ei,t|t = zt,n −Ht,nx̂i,t|t . (5.12)

5.2.6 Multiple Hypothesis Tracking

At each time frame, t, the prediction step is always executed. However, the update step is only performed

when new observations emerge. Depending on whether F0-only, DoA-only or F0 and DoA observations

are observed at time frame, t, three possible tracks can be generated: a track-only containing the F0

observation; a track-only containing the DoA observation and a track containing both the F0 and DoA

observations. Accordingly, there are also three possible update steps to be considered on all existing

tracks: updating only the F0; updating only the DoA and updating both the DoA and F0 of a track.

There is also the possibility that all of the observations are FAs and, therefore, for each track, only the

prediction step needs to be executed.

To reduce the computational complexity, gating is applied where a track is only updated by an observation

if ẽi,t|t is below a threshold, ζ, otherwise the update is rejected. ẽi,t|t is defined as the mean of the absolute

values of estimation error, ei,t|t for time frame, t. This is because the observation is considered to be

too far from the predicted estimate and, therefore, unlikely to have originated from the active track.

As there are many possible ways to update the tracks with the same observations, a MHT approach is

utilised [3, 97] to resolve the uncertainty and generate hypothesis tracks, Ti.
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Y J β B ξ σwf
, σwd

σvf
, σvd ζ

20 2 0.85 20 1.0× 106 0.001, 300 0.001, 100 30

Table 5.1: Parameter Setting for the proposed ‘DoA-&-F0’ method; the ‘F0-Only’ baseline and the
‘DoA-Only’ baseline.

5.2.6.1 Maximum weighted clique

The MHT approach uses a MWC method [3, 148, 149], as previously described in Section 4.2.1.4 on

Page 42, to find the most likely set of tracks that contain no conflicts, i.e. no two tracks contain the same

observation. An undirected graph, G = (V,E), is created after each time frame, t, where the L hypothesis

tracks are represented by the node set V = {T0, T1, · · · , TL}, and the set of edges is E ⊆ V × V . A

clique is a subgraph of G with pairwise adjacent vertices, meaning that all pairwise vertices Ti and Tj

are connected by an edge (i, j). Each node is assigned a score, wi, which is the average of ẽi,t|t for all

previous estimation errors. The MWC solution is the clique that maximises the following optimisation

problem

max f(q) =

L∑
i=0

wiqi ,

s.t. qi + qj ≤ 1,∀(i, j) ∈ Ē ,

qi ∈ {0, 1}, for i ∈ {0, 1, · · ·L} ,

(5.13)

where qi = 1 if the node Ti belongs to the clique and qi = 0 otherwise. In this case Ē denotes the edge set

of the complementary graph of G. The pruning technique then operates by calculating the MWC at every

time frame and discarding all other tracks.

5.3 Comparative Evaluation

5.3.1 Experimental Setup

The proposed ‘DoA-&-F0’ method is compared against three baselines. The first two baselines employ

simplified versions of the proposed method to track only the F0 and DoA separately, and are called

‘F0-Only’ and ‘DoA-Only’ respectively. The parameters used in the experiments described in this Section

are given in Table 5.1 for the ‘DoA-&-F0’ method, the ‘F0-Only’ and the ‘DoA-Only’ baseline approaches.

The selection of these parameters used both physiological constraints of σwf
and σwd

: process noise

variances (for the F0 and DoA respectively), σvf and σvd : observation noise variances (for the F0 and

DoA respectively) and empirical tuning of Y : maximum number allowed spectral peaks, J : number of
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Figure 5.2: An illustrative example of part of a meeting from the AMI corpus. (a) DoA estimates from a
circular array using MUSIC. (b) F0 estimates from a single distance microphone (SDM) using the method

in [3].

DoA detections selected, β: DoA reliability threshold, B: number of DoA detections compared using

the β threshold, ξ: voiced frame threshold, ζ: VAD region merge threshold. This empirical tuning was

achieved through an exhaustive grid search [124] on the development set of the AMI corpus.

The third baseline method is the BLSTM in [41], which represents a state-of-the-art deep learning approach.

The BLSTM network was trained for 1000 epochs on the AMI corpus [103] using SincNet learnable features

with the configuration published in [147]. To make this comparison as valid as possible, a model that was

pre-trained on the AMI corpus was used as a baseline for this experiment. The code to run this pre-trained

model, provided by Pyannote [151], can be found here [152]. The baseline used for this experiment is the

same as the one used in Chapter 4 and the training process is described in Section 4.3.1.3.

5.3.2 Evaluation Metrics

To evaluate the performance of the ‘DoA-&-F0’ method, the following metrics have been defined in

Section 4.3.1.4 on Page 49. A ‘HIT’ is when a speaker change has been detected once. A ‘MISS’ is when a

speaker change has not been detected and a ‘MH’ is when a speaker change has been detected multiple

times within a time collar applied around every ground-truth speaker change in order to account for

possible inaccuracies [9]. Finally, a FA is when a detection falls outside of any speaker change collars.

The HR is given by (4.14), the false alarm (FA) rate is given by (4.15) and the MH rate is given by (4.16).

An illustration of these metrics is given in Fig. 4.7 on Page 49.
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Figure 5.3: An illustrative example of part of a meeting from the AMI corpus. (a) DoA tracked alone and
(b) F0 tracked alone both using [3]. (c) ‘DoA-Only’ segmentation [HIT: 80%, MISS: 20%, MH: 20%,
FA:0%] and (d) ‘F0-Only’ segmentation [HIT: 100%, MISS: 0%, MH: 60%, FA:55%] where each arrow

marks the start or end of a track.
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Figure 5.4: An illustrative example of part of a meeting from the AMI corpus. (a) and (b) The proposed
method where both the DoA and F0 are tracked together. (c) Proposed ‘DoA-&-F0’ segmentation [HIT:

100%, MISS: 0%, MH: 40%, FA:0%].
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5.3.3 Illustrative Example

An illustrative example taken from the AMI meeting ‘EN2002c’ between 140 and 153 s, is shown in

Fig. 5.2, on Page 69, Fig. 5.3 on Page 70 and Fig. 5.4 on Page 70. Fig. 5.4(c) highlights the performance

improvements of the ‘DoA-&-F0’ method against the ‘DoA-Only’ and the ‘F0-Only’ shown in Fig. 5.3(c)

and (d) respectively. The improvement of the ‘DoA-&-F0’ method against the ‘F0-Only’ is a reduced FAR,

although the HR is 100% for both approaches. The improvement in the FAR is a result of the ‘DoA-&-F0’

method enabling tracks to span over missing F0 detections, during for example unvoiced speech activity,

while the DoA can still be detected. The proposed method does, on the other hand, improve the HR

when compared against the ‘DoA-Only’. These missed detections are caused by the early termination of

the ‘DoA-Only’ tracks, e.g. in Fig. 5.3(a) the DoA track between 11.02 and 11.24 s ends earlier than the

speaker change at 12.0 s.

5.3.4 Statistical Results

The proposed method was compared against the three baselines across 12 meetings in the AMI corpus

(see Section 2.3.5.2) using speech signals from multi-speaker meetings captured using a circular array

in naturally reverberant rooms with ambient noise. The circular array was placed in the centre of a

table that the participants were sitting around and consisted of eight miniature omnidirectional electret

microphones. The results are shown in Table 5.2.

5.3.4.1 Improvements in HIT rate (HR)

Improvements in the HR of 4.7% and 14.1% on average can be seen when the proposed method is compared

against the ‘DoA-Only’ and BLSTM baseline respectively. The ‘F0-Only’, however, does perform slightly

better in terms of HR when compared against the proposed method. This slight improvement, however,

does come at the cost of a high FAR which is to be expected given the illustrative example shown in

Fig. 5.2, Fig. 5.3 and Fig. 5.4. It is interesting to note that the BLSTM baseline performs the worst in

terms of HR. This may be due to other tracking approaches performing better at detecting overlapping

speech events in the spoken backchannel, such as ‘um’ and ‘uh-huh’.

5.3.4.2 Improvements in false alarm rate (FAR)

The results show that an improvement of 3.9% in the FAR can be achieved when compared against the

‘F0-Only’. This is likely due to a reduction in errors caused by unvoiced speech. Unvoiced speech lacks
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Meeting
Proposed DoA-&-F0 System F0-Only Baseline System DoA-Only Baseline System BLSTM Baseline System
HIT MISS MH FA HIT MISS MH FA HIT MISS MH FA HIT MISS MH FA

EN2002a 86.0% 14.0% 47.2% 52.6% 80.3% 19.7% 51.6% 55.4% 80.0% 20.0% 53.9% 64.7% 89.3% 10.7% 71.1% 36.1%
EN2002b 88.2% 11.8% 50.2% 56.8% 85.6% 14.4% 56.2% 60.4% 80.2% 19.9% 55.2% 70.4% 70.0% 30.0% 50.5% 34.5%
EN2002c 81.5% 18.5% 37.2% 65.6% 85.1% 14.9% 53.0% 74.0% 80.0% 20.0% 54.0% 73.8% 72.6% 27.4% 52.7% 45.7%
EN2002d 88.4% 11.6% 51.6% 53.0% 83.0% 17.0% 54.1% 56.3% 80.8% 19.1% 54.5% 66.9% 78.4% 21.6% 61.5% 34.2%
ES2004a 70.6% 29.4% 27.5% 58.5% 77.6% 22.4% 46.8% 68.8% 75.0% 25.0% 53.0% 76.1% 30.9% 69.1% 17.2% 31.5%
ES2004b 75.2% 24.8% 26.8% 73.8% 82.5% 17.5% 49.3% 76.8% 75.8% 24.1% 51.7% 81.3% 31.7% 68.3% 20.3% 41.7%
ES2004c 85.3% 14.7% 34.4% 70.6% 85.2% 14.8% 57.2% 73.8% 77.2% 22.9% 49.4% 79.5% 35.2% 64.8% 15.4% 55.0%
ES2004d 73.8% 26.2% 29.7% 61.2% 81.6% 18.4% 50.9% 65.2% 76.2% 23.8% 50.6% 74.7% 54.4% 45.6% 37.0% 47.4%
IS1009a 81.3% 18.7% 28.2% 68.9% 81.3% 18.7% 57.0% 68.8% 73.5% 26.5% 49.6% 77.0% 86.7% 13.3% 67.2% 45.9%
IS1009b 82.7% 17.3% 38.7% 73.3% 85.1% 14.9% 50.8% 79.8% 72.2% 27.8% 44.0% 80.7% 88.0% 12.0% 70.4% 44.6%
IS1009c 84.9% 15.1% 34.3% 80.5% 78.2% 21.8% 50.7% 85.2% 70.3% 29.7% 40.6% 86.3% 84.3% 15.7% 66.4% 62.1%
IS1009d 76.7% 23.3% 26.2% 68.8% 81.1% 18.9% 49.9% 73.2% 76.2% 23.8% 48.7% 76.0% 83.9% 16.1% 63.4% 45.3%

Std Dev 5.6% 5.6% 8.8% 8.5% 2.6% 2.6% 3.1% 12.1% 3.2% 3.2% 4.2% 5.9% 22.0% 22.0% 20.5% 8.6%
Mean 81.2% 18.8% 36.0% 65.3% 82.2% 17.8% 52.3% 72.0% 76.5% 23.6% 50.4% 75.6% 67.1% 32.9% 49.4% 43.7%

Table 5.2: Performance comparison of the proposed method on 12 multi-speaker meetings in the AMI
corpus using a collar of 300 ms compared against the performance achieved by only using DoA or F0

features alone as well as machine learning BLSTM approach. (A graphical representation of these results
is also given in Fig. 5.5 on Page 73.)

harmonic structure and causes gaps in the F0 observations which can be bridged by considering the DoA.

Against the ‘DoA-Only’ method a 10.3% improvement in the FAR can also be seen because the DoA

tracks often end early leading to a ‘MISS’ along with a FA. The process of tracking both the DoA and

F0 features simultaneously reduces the likelihood of tracks ending early. This is due to the F0 track

continuing even when the DoA track has already ended.

The BLSTM baseline also highlights the important trade-off between the HR and the number of FAs

detected. This is mainly due to sensitivity, the more sensitive the system is to detect the speaker changes,

the more likely it will be triggered by noise or other common degradations in the recording giving rise

to an increase in the FAR. The reverse is also true for a less sensitive system. In this case, the BLSTM

baseline does outperform the proposed system in terms of the FAR but also suffers from a 14.1% lower

HR. This trade-off, therefore, needs to be considered whenever a system is selected for a particular

application.

5.3.4.3 Improvements in the multi-hit rate

An improvement in the MH rate is achieved by the proposed method over all three baselines. The mean

improvements of 16.3% over the ‘F0-Only’ and 14.4% over the ‘DoA-Only’ are likely due to a reduction in

the number of tracks being generated. By tracking both the F0 and DoA together, the proposed system

reduces the number of spurious tracks being generated from noise in the measurement data and leads

to a lower MH rate. An improvement of 13.4% in the MH rate is also achieved over the state-of-the-art

BLSTM baseline.
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Figure 5.5: Performance comparison of the proposed method on 12 multi-speaker meetings in the AMI
corpus using a collar of 300 ms compared against the performance achieved by only using DoA or F0

features alone as well as machine learning BLSTM approach. (A tabular form of these results is also
given in Table 5.2 on Page 72.)
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5.4 Conclusion

In this chapter, it has been shown that MHT of both the DoA and F0 can lead to an improved speaker

segmentation performance over tracking just one of these features alone. A novel method has been

proposed that uses a MHT framework to track the F0 and DoA of multiple speakers simultaneously. The

proposed method was evaluated on a well-known AMI corpus of conversational speech and outperformed

a BLSTM approach by 14.1% in terms of HR. It has also been shown that the proposed method achieves

an improvement of 3.9% in the FAR and 16.3% in the MH rate when compared against a MHT approach

that relies on only the F0 estimates. This work has also been published in the following paper [2].



Chapter 6

A POLYNOMIAL EVD MUSIC APPROACH TO

OVERLAPPING SPEAKER SEGMENTATION

6.1 Introduction

Sound source localization is an important task for a multitude of applications, including robot audition [169]

and voice-controlled smart devices. DoA estimates are essential in providing angular positional information

for localization. In real-world environments, where acoustic scenes are complex and dynamic, DoA

estimation can be a challenging problem to solve because of background noise, reverberation, interference

and sound source inactivity.

Many DoA estimation approaches have been proposed including time-delay estimation (TDE)-based,

beamformer-based and subspace-based methods [22]. The TDE-based method [75] first computes the TDoA

for different microphone pairs and uses a priori information about the microphone positions to compute the

DoAs. However, TDE approaches such as generalized cross-correlation (GCC)-phase-transform (PHAT)

cannot cope with multiple sources in reverberant environments [22]. Beamformer-based methods [76,77]

scan the acoustic environment by focusing the microphone array directional pick-up pattern in the

directions corresponding to the highest sound intensities. However, [76,77] require the formation of a large

number of steering beam angles for high resolution and is computationally expensive.

In a subspace-based approach such as the MUSIC algorithm [80], the covariance matrix is computed from

the received signals. An eigenvalue decomposition (EVD) is then used to decompose the covariance matrix

into signal and noise subspaces for DoA estimation. The MUSIC algorithm, however, assumes that the

source signals are narrowband and uncorrelated. Consequently, its performance is limited in real-world

scenarios involving broadband signals such as speech and correlated sources originating from reverberant

environments.
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A number of broadband extensions have been proposed for MUSIC [170–172]. Most of these extensions

rely on transforming the broadband DoA problem into several narrowband problems. This can be achieved

by decomposing the broadband signal into several independent frequency bins [173]. The resulting

narrowband signals for each frequency bin or filtered output can then be processed independently, or

incoherently. This approach, however, is based on a narrowband signal model and ignores phase coherence

across different frequency bins [174] which can lead to errors [175].

When broadband signals such as speech signals are involved, time delays cannot be modelled using

phase shifts because e.g. time delays between different microphones need to be explicitly resolved.

Consequently, an EVD cannot completely decorrelate the signals and separate the signal and noise

subspaces effectively [22]. Instead, the spatio-spectral polynomial (SSP)-MUSIC approach in [15,16] is

based on a broadband signal model. The approach uses polynomial matrices to model the correlations

across different microphones and temporal lags, and polynomial eigenvalue decomposition (PEVD) to

generate the signal and noise subspaces. SSP-MUSIC has been shown to be robust and effective for

non-speech sources in anechoic environments [15,16].

In this chapter, [15,16] is extended to sound source localization for speech signals in noisy and reverberant

environments. The novel contributions are: (i) proposed enhancements to SSP-MUSIC for sound

source localization which include; incorporating a noisy reverberant signal model in the subspace

decomposition; modifying SSP-MUSIC to only include the direct-path response in order to reduce

the impact of reverberation on localization performance; using SSP-MUSIC to approximate spatial

polynomial (SP)-MUSIC for the frequency range of speech; (ii) an analysis on how diffuse noise and

reverberation affects the proposed approach; and (iii) a comprehensive evaluation of the proposed method

against benchmark algorithms for simulated and real-world recordings.

This chapter shows that a SSP-MUSIC approach for single sound source localization is beneficial at SNR

values lower than 5 dB or reverberation time (T60) values larger than 0.7 s as it is more robust to noise

and reverberation. It is also shown on real data, taken from the localization and tracking (LOCATA)

corpus, that SSP-MUSIC can outperform independent frequency bin (IFB)-MUSIC on real-world signals.

This work was also published in the following paper [1].

6.2 Method

In [176], the noisy and reverberant signal, xm(n), at the m-th microphone for discrete-time sample

n = 0, 1, . . . , N , is
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xm(n) = hT
ms0(n) + vm(n) , (6.1)

where hm = [hm,0, hm,1, . . . , hm,J ]
T is the m-th acoustic channel, which is modelled as a J-th order finite

impulse response filter and decomposed into the direct path, h̃m,dp, early reflections, h̃m,er, and the late

reflections, h̃m,lr, [28] in the following way

xm(n) = h̃T
m,dps0(n) + h̃T

m,ers0(n) + h̃T
m,lrs0(n) + vm(n) ,

= s̃m(n) + ṽm(n), m = 1, 2, . . . ,M , (6.2)

where s0(n) = [s0(n), s0(n− 1), . . . , s0(n− J)]T is the anechoic speech signal, vm(n) is additive noise and

[·]T denotes the transpose operator. The noise signals are assumed to be zero-mean, not perfectly coherent

with each other and uncorrelated with the source signals [177]. By exploiting the lack of correlation

between the late reflections and anechoic speech signal [178] s̃m(n) = h̃T
m,dps0(n) + h̃T

m,ers0(n) and

ṽm(n) = h̃T
m,lrs0(n) + vm(n), can be decomposed into the speech and noise components respectively.

6.2.1 Review of Polynomial MUSIC

Assuming direct-path-only propagation in the far-field and a noise-free environment, vm(n) = 0, such that

(6.2) simplifies to

xm(n) = fτm(n) ∗ x0(n) , (6.3)

where * denotes a linear convolution and fτm(n) is a fractional delay filter [179, 180]. This is required

since the m-th relative delay can be fractional, such that

fτm(n) =
sin(π(n−∆τm))

π(n−∆τm)
. (6.4)

In the narrowband case, ∆τm is represented by a simple phase shift and those phase shifts are exploited

in the MUSIC algorithm. For broadband sources, however, the delays are frequency-dependent phase

shifts.

To capture the temporal correlations of the speech signals at different microphones, the space-time

covariance matrix is [178]

Rxx(τ) = E{x(n)xT (n− τ)} , (6.5)

where the (p, q)th element, rpq(τ) = E{xp(n)xq(n − τ)}, is the cross-correlation sequence between

microphone p and q for discrete-time shift τ . Concatenating the covariance matrix, Rxx(τ), for all
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choices of τ ∈ {−N, . . . , N}, results in a tensor of dimension M ×M × (2N +1). The z-transform of (6.5)

is a polynomial matrix, Rxx(z) =
∑∞

τ=−∞ Rxx(τ)z
−τ , which can be decomposed by an iterative PEVD

algorithm [181–185] to give

Rxx(z) ≈ U(z)Λ(z)UP (z) , (6.6)

where the columns of U(z) are the eigenvectors and the diagonal elements of Λ(z) are the eigenvalues.

Furthermore, UP (z) = UH(1/z∗), where [·]∗, [·]H and [·]P are respectively, the complex-conjugate,

Hermitian and para-Hermitian operators.

Thresholding the eigenvalues enables the partitioning of the polynomial matrix into orthogonal signal and

noise subspaces, which given appropriate assumptions are associated with Us(z) and Uv(z), respectively.

The nullspace of Uv(z) is probed by the broadband steering vector, which implements fractional delays

and is defined as [15]

aθ(z) =

[
A0(z) · · · AM−1(z)

]T
, (6.7)

for look direction θ. In this case Aℓ(z) is defined as Aℓ(z) =
∑∞

n=−∞ aℓ(n)z
−n where aℓ(n) = sinc((n−

∆τℓ)Ts) and Ts is the sampling period. Generalised from MUSIC, the following quantity,

Γθ(z) = aPθ (z)Uv(z)UP
v (z)aθ(z) , (6.8)

is used to compute the pseudo-spectrogram for SSP-MUSIC [15],

PSSP−MU (θ,Ω) =
1

Γθ(z)

∣∣∣∣
z=e−jΩ

, (6.9)

where frequency Ω is obtained by evaluating z on the unit circle. Therefore, the pseudo-spectrogram can

localize sources by exploiting the DoAs in the relevant range of frequencies.

6.2.2 Proposed Enhancements for Sound Source Localization

Similar to [178], but unlike [15,16] which only focuses on non-speech sources in anechoic environments,

this work incorporates the noisy reverberant signal model in the subspace decomposition. The difference

is that the method in [178] is designed for speech enhancement and incorporates the early reflections

that may improve speech intelligibility in some conditions [186, 187]; whereas this chapter focuses on

sound source localization which only requires the direct-path component with the greatest amplitude and

shortest time delay. Consequently, the largest delay, W , corresponding to the first maximum peak between
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(b) Broadband steering vector for m = 1.
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(c) Broadband steering vector for m = 2.
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(d) Broadband steering vector for m = 3.

Figure 6.1: An illustrative example of a broadband steering vector.

every microphone pair is computed and, therefore, the z-transform of (6.5) is approximated by

R̃xx(z) ≈
∑W

τ=−W
Rxx(τ)z

−τ , (6.10)

using the windowed space-time covariance matrix with dimensions M ×M × (2W + 1). Furthermore, the

introduction of W reduces the number of elements used in PEVD and offers computational improvement.

While this window choice includes the largest direct-path propagation delay, some reflections are also
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inevitably captured by microphones that are near the sound sources.

Consequently, the PEVD of (6.5) gives [178]

Rxx(z) ≈
[
U s̃(z) U ṽ(z)

]Λs̃(z) 0

0 Λṽ(z)


U

P
s̃ (z)

UP
ṽ (z)

 , (6.11)

where {.}s̃ and {.}ṽ represent the orthogonal signal and noise subspace components. The speech subspace

comprises anechoic speech convolved with the direct path and some ‘leaked’ early reflections while the

noise subspace contains ambient noise, both early and late reflections associated with the reverberant

channel.

To better understand the space-time covariance matrix, Rxx(z), an example is given in Section 6.2.2 on

Page 81 for the same frame shown in Fig. 6.7. The resulting eigenvalues, Λ(z), generated from the PEVD

can be seen in Fig. 6.2(b). Fig. 6.2(b) clearly shows that the rank of Λs̃(z) is 2 since the eigenvalues are

significantly larger than those in Λṽ(z) which is to be expected given that there are two active speakers in

this frame.

To cope with the infinite temporal support of the sinc function in (6.7), tapered windows have been

proposed for truncation [180]. An illustrative example of a broadband steering vector is given in Fig. 6.1

on Page 79. In this chapter, the Hamming window defined by

wL,Hamm(n) = (0.54− 0.46 cos
(πn
2L

)
)wL,rect(n), where wL,rect(n) =


1, |n| ≤ L

0, |n| > L

, (6.12)

is used and L is the length of the truncated sinc function.

To compute the DoAs only, the pseudo-spectrogram in (6.9) is integrated over Ω. For K discrete points

evaluated on the unit circle, the spatial-only pseudo-spectrum is approximated by

P̂SSP−MU (θ) =
1

K

∑K−1

k=0
PSSP−MU (θ,Ωk) , (6.13)

where Ωk = 2π
K k is the k-th frequency bin. The whole frequency range is considered in SP-MUSIC [15].

However, in this work, only Ωk in the relevant frequency range of speech (100 Hz to 4000 Hz) [188] is used

in (6.13). A peak detection algorithm [166] is used to estimate the DoAs from (6.13).
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(a) A space-time covariance matrix, Rxx(z), that captures the temporal
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(b) A rank-2 matrix, Λ(z), where the diagonal elements are the eigenvalues

Figure 6.2: Rxx(z) and Λ(z) matrices for illustrative example in Fig. 6.7(a) and (b) on Page 88.
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6.3 Experimental Setup

The sequential matrix diagonalisation (SMD) [189] method was used to perform an iterative PEVD as it has

been shown to give a higher resolution for SSP-MUSIC than sequential best rotation algorithm (SBR2) [16].

The proposed approach is benchmarked against IFB-MUSIC [166], with MUSIC applied to each frequency

bin independently to estimate the DoAs.

6.3.1 Evaluation Metrics

The performance of SSP-MUSIC and IFB-MUSIC is evaluated using the following metrics (more details

are given in Section 2.3.5.1 on Page 16). A ‘HIT’ is when a sound source (speaker) has been detected once

within a ± ξ collar applied around the ground-truth azimuth. A ‘MISS’ is when a speaker change has not

been detected within this collar and a FA is when a detection falls outside of a ground-truth azimuth

collar. The HR and FAR are, therefore, defined as,

HR =
HITs

HITs + MISSs
expressed as %, (6.14)

FAR =
FAs

HITs + FAs
expressed as %. (6.15)

respectively wherein this work the collar ξ is set to 15◦. To further evaluate the accuracy of the DoA

estimates, the absolute errors for all the HITs are shown in the form of boxplots.

6.3.2 Simulated Data Generation

In this work, the performance of SSP-MUSIC is first evaluated on data generated using a simulated room

of dimensions 3× 3× 2 m [166]. A uniform circular array of 8 microphones, with a diameter of 4.2 cm, is

positioned in the centre of the room. Two experiments are run using this scenario. Exp-1 evaluates the

performance when a single active speaker is placed at a distance of 1.5 m from the centre of the array at

an angle of 50◦ where the anechoic speech used was a 3 s recording taken from the LOCATA corpus [22]

(Task 1, Recording 1). Exp-2 evaluates the performance for two speakers where the anechoic speech is

taken from LOCATA (Task 2, Recording 1) and the sources are placed at the same distance as Exp-1 but

at angles of 70◦ and 230◦.

It should be noted that, in this work, only DoA estimates for frames that are known to contain speech
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Figure 6.3: Illustrative example using white Gaussian noise as the sound source. (a) pseudo-spectrum of
SSP-MUSIC, (b) pseudo-spectrogram of SSP-MUSIC, (c) pseudo-spectrum of IFB-MUSIC,

(d) pseudo-spectrogram of IFB-MUSIC.

activity are evaluated. This information is provided by an oracle VAD given in LOCATA. The

oracle VAD labelling is also used to determine the number of active speakers for both IFB-MUSIC

and SSP-MUSIC.
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6.4 Results

To evaluate the performance of SSP-MUSIC, it is compared against the pyroomacoustics implementation

of IFB-MUSIC [166].

6.4.1 Illustrative Example: One White Gaussian Noise Sound Source

Fig. 6.3 on Page 83 compares SSP-MUSIC against the IFB-MUSIC for a single white Gaussian noise

sound source that has been convolved with a broadband steering vector.

6.4.2 Exp-1: One Static Speaker

In this experiment, a comparison is carried out for when only 1 static talker is active. Table 6.1 shows

the impact of diffuse white Gaussian noise on the accuracy of the DoA estimates. It can clearly be seen

that at SNR conditions lower than 5 dB the performance of IFB-MUSIC has lower HR and a higher FAR

when compared to SSP-MUSIC. This is to be expected as it is well known that subspace methods, such

as MUSIC, suffer from the so-called ‘threshold effect’, which results in a degradation both in terms of

resolution and precision at low SNR values [190].

Table 6.1 goes on to show the degradation that occurs when the T60 is increased. It can be seen that

SSP-MUSIC performs better when the T60 value is large. This robustness to reverberation is likely a result

of approximation defined in (6.10) which is one of the proposed enhancements and forces SSP-MUSIC to

mainly consider the direct-path component and only allows a few reflections to be additionally captured.

Fig. 6.5(a) and (c) show the estimates’ accuracy by highlighting the absolute errors of all the estimates

considered to be HITs.

6.4.3 Exp-2: Two Static Speakers

In this second experiment, a comparison is carried out for the situation pertaining to 2 active talkers. In

a similar manner to Exp-1, Table 6.1 shows that as the diffuse white Gaussian noise increases, so do the

errors in the DoA estimates where IFB-MUSIC is more adversely affected.

An illustrative example, when the SNR is -15 dB and the T60 is 0.25 s, is also given in Fig. 6.6(a) to

highlight the performance improvement of SSP-MUSIC at low SNR values. A second example is also

given, where the SNR is 25 dB and the T60 is 1.7 s, in Fig. 6.6(b) to show the performance improvement

of SSP-MUSIC at high T60 values.
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Task Exp-1 Exp-2
Algorithm SSP-MUSIC IFB-MUSIC SSP-MUSIC IFB-MUSIC
Metric HR FAR HR FAR HR FAR HR FAR

SNR
[dB]

-15 85.0 15.0 55.0 45.0 56.9 43.1 35.4 64.6
-10 95.0 5.0 55.0 45.0 60.0 40.0 52.3 46.9
-5 95.0 5.0 85.0 15.0 64.6 35.4 61.5 38.5
0 95.0 5.0 85.0 15.0 72.3 27.7 73.8 26.2
5 100.0 0.0 95.0 5.0 70.8 29.2 84.6 15.4
10 95.0 5.0 100.0 0.0 73.8 26.2 93.8 6.2
15 95.0 5.0 95.0 5.0 70.8 29.2 93.8 6.2
20 95.0 5.0 100.0 0.0 70.8 29.2 93.8 6.2
25 95.0 5.0 100.0 0.0 76.9 23.1 92.3 7.7

T60
[s]

0.1 100.0 0.0 100.0 0.0 86.2 13.8 96.9 3.1
0.3 95.0 5.0 95.0 5.0 70.8 29.2 89.2 10.8
0.5 95.0 5.0 95.0 5.0 67.7 32.3 86.2 13.8
0.7 95.0 5.0 80.0 20.0 60.0 40.0 73.8 26.2
0.9 95.0 5.0 85.0 15.0 58.5 41.5 72.3 27.7
1.1 95.0 5.0 85.0 15.0 60.0 40.0 72.3 27.7
1.3 95.0 5.0 80.0 20.0 53.8 46.2 70.8 29.2
1.5 95.0 5.0 75.0 25.0 52.3 47.7 73.8 26.2
1.7 95.0 5.0 75.0 25.0 56.9 43.1 70.8 29.2

Table 6.1: Comparison of HRs and false alarm rates for Exp-1 and Exp-2.
(A graphical representation of these results is also given in Fig. 6.4.)
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Figure 6.4: Comparison of HRs for Exp-1 and Exp-2.
(A tabular form of these results is also given in Table 6.1.)
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Figure 6.5: Comparison of absolute errors of all HITs.



6.4. RESULTS 87

0 1 2 3 4 5 6

Time [s]

0

100

200

300

D
ir

ec
ti

o
n

o
f

A
rr

iv
a
l

[◦
]

Ground Truth

VAD

IFB-MUSIC

SSP-MUSIC

(a) Performance when SNR is -15 dB and the T60 is 0.25 s.

0 1 2 3 4 5 6

Time [s]

0

100

200

300

D
ir

ec
ti

o
n

o
f

A
rr

iv
a
l

[◦
]

Ground Truth

VAD

IFB-MUSIC

SSP-MUSIC

(b) Performance when SNR is 25 dB and the T60 is 1.7 s.

Figure 6.6: Two illustrative examples of 2 active sources in a simulated room.

Fig. 6.7(b) and (d) compares the two pseudo-spectrograms of both SSP-MUSIC and IFB-MUSIC for a

single 100 ms frame. The final DoA estimates have an average absolute error of 1.5◦ and 4◦ for SSP-MUSIC

and IFB-MUSIC respectively and the SSP-MUSIC spectrogram has far more accurate components across

frequencies when compared with IFB-MUSIC.

The dynamic range of the amplitudes of IFB-MUSIC is also much smaller than SSP-MUSIC which

could lead to numerical issues with the peak detection algorithm when it is run on the pseudospectra of

IFB-MUSIC. It can also be observed in Fig. 6.7(a) and (c) that the resolution of the pseudo-spectrum for
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Figure 6.7: Illustrative example of a 100 ms frame from Exp-2 (SNR: -10 dB, T60: 0.25 s). (a)
pseudo-spectrum of SSP-MUSIC, (b) pseudo-spectrogram of SSP-MUSIC, (c) pseudo-spectrum of

IFB-MUSIC, (d) pseudo-spectrogram of IFB-MUSIC.

SSP-MUSIC was not as sharp as IFB-MUSIC. This is likely due to the fact that fractional delay filters

implementing the time delays associated with different angles are not accurate across the entire frequency

range [179].
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Method SSP-MUSIC IFB-MUSIC
Metric HR FAR HR FAR

Recording
1 90.0 10.0 95.0 5.0
2 64.7 35.3 67.6 32.4
3 95.1 4.9 75.6 24.4

Table 6.2: Comparison of HR and FAR for both SSP-MUSIC against IFB-MUSIC on the first 3 LOCATA
recordings for Task 1.
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Figure 6.8: Performance comparison of IFB-MUSIC against SSP-MUSIC across Task 1 LOCATA
recordings.

6.4.4 Exp-3: LOCATA Task 1

To validate SSP-MUSIC as a good alternative to IFB-MUSIC, both algorithms are compared for 3

recordings from Task 1 of the LOCATA challenge where the ground-truth DoAs are provided by an optical

tracking system, OptiTrac. It should also be noted that the LOCATA challenge [22] uses IFB-MUSIC as

a baseline making it a useful benchmark for this experiment.

In this experiment, real-world audio signals that were captured from an 8-microphone non-uniform circular

array, selected from an Eigenmike, were used for the evaluation. As the recordings were measured in a

real environment, they contained low-level background noise along with reverberation where the T60 of

the room was about 0.5 s.

Table 6.2 shows that on average a 3.9% better HR and a 3.9% lower FAR can be achieved by SSP-MUSIC

when compared against IFB-MUSIC on the 3 recordings studied. Fig. 6.8 shows that the accuracy of

the DoA estimates given by SSP-MUSIC is better or the same in terms of mean absolute error when

compared against IFB-MUSIC. It should be noted that, as the SNR and T60 values are low across all

these recordings, it is not expected that great improvements in the performance will be achieved. This

result, however, still illustrates the benefits of incorporating a broadband signal model for reverberant

speech in the subspace decomposition.
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Figure 6.9: An illustrative example of part of a meeting from the AMI corpus. (a) DoA estimates from a
circular array using IFB-MUSIC. (b) DoA estimates from a circular array using SSP-MUSIC.
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Figure 6.10: An illustrative example of part of a meeting from the AMI corpus. (a) IFB-MUSIC DoA
estimates tracked. (b) SSP-MUSIC DoA estimates tracked. (c) IFB-MUSIC segmentation [HIT: 0%,

MISS: 100%, MH: 0%, FA:100%] and (d) SSP-MUSIC segmentation [HIT: 100%, MISS: 0%, MH: 0%,
FA:29%] where each arrow marks the start or end of a track.
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6.5 Overlapping Speaker Segmentation

In this section, SSP-MUSIC is used for overlapping speaker segmentation. It has been shown in Chapter 5

that a MHT framework can be exploited to track the DoA of multiple speakers simultaneously. Instead of

using IFB-MUSIC DoA estimates presented in Chapter 5, SSP-MUSIC estimates are used in the MHT

framework.

To quantify the improvement obtained using SSP-MUSIC, an illustrative example taken from Section 5.3.3

is evaluated. This example is taken from the AMI meeting ‘EN2002c’ between 140 and 153 s and is

modified by the addition of diffuse Gaussian noise at 0 dB SNR. This additional noise is required as

SSP-MUSIC only outperforms IFB-MUSIC at low SNR values, therefore, SNR is set to 0 dB. The aim is

to simulate a typical meeting in a noisy environment. The result is shown in Fig. 6.9 on Page 90 and

Fig. 6.10 on Page 90. The improvement of the SSP-MUSIC method against the IFB-MUSIC method can

most clearly be seen in the HRs. The SSP-MUSIC method achieves a 100.0% HRs whereas IFB-MUSIC

achieves a 0.0% HRs. The improvement in HRs for SSP-MUSIC does, however, need to be taken in

conjunction with the less than perfect FAR of 29.0%. It should also be noted that this example was

selected due to the presence of overlapping speech and, therefore, although IFB-MUSIC performs poorly

in terms of the HRs; Fig. 6.9 does show that IFB-MUSIC still produces a reliable DoA estimate trajectory

for much of the given signal.

6.6 Conclusion

In this chapter, the potential of SSP-MUSIC, which is a polynomial extension of MUSIC, has been

developed and explored. In addition, some enhancements have been proposed for sound source localization.

This chapter has highlighted the benefits of using SSP-MUSIC for localization of a single sound source at

SNR values lower than 5 dB or T60 values larger than 0.7 s as it is more robust to noise and reverberation.

An evaluation was also carried out on real data, taken from the LOCATA corpus, which has shown that

SSP-MUSIC can outperform IFB-MUSIC on real-world signals. This work has also been published in the

following paper [1].



Chapter 7

MAIN CONCLUSIONS AND FUTURE WORK

7.1 Discussion

This thesis has focused on the segmentation task of the diarization process. It has been shown that

the temporal tracking of acoustic and spatial features can be used advantageously to improve the

segmentation performance of overlapping speech. Although outside the scope of this work, it has also

been shown in the past that diarization systems are greatly affected by the performance of their speaker

segmentation component when the classical technique of performing segmentation followed by clustering

is used [191,192].

In [191], the impact of different segmentation systems was evaluated in terms of the diarization error

rate (DER) in the context of online (real-time) diarization, where a final resegmentation step would not

be possible. The DER is defined by the National Institute of Standards and Technology (NIST) in [193].

Results are given for 1) Uniform segmentation, where the input audio is divided into short segments

of equal length. 2) A generalized likelihood ratio (GLR)-based speaker segmentation system described

in [194] which uses a two-pass approach. The first pass calculates the GLR distance between two sliding

windows over the entire input audio, where a threshold is used to identify speaker change boundaries.

Then a second pass is performed where long segments are split based on an algorithm proposed in [194].

Lastly, any segments that are made up of a low percentage of frames containing speech (calculated

using an oracle VAD obtained from the reference transcripts) are removed. 3) A convolutional neural

network (CNN)-based speaker segmentation algorithm where a CNN is trained on spectrograms obtained

using the approach described in [54] where the CNN outputs the probability of a speaker change for every

frame. 4) Oracle segmentation based on the reference transcripts where every entry in the transcript is

taken to be a single segment.
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Segmentation system Offline DER Online DER
Uniform 9.23 18.62

GLR-based 11.98 15.04
CNN-based 7.84 15.16

Oracle 6.80 10.98

Table 7.1: Comparison of the impact of different segmentation systems on the complete diarization
performance in terms of the DER taken from [191]. The results are given for both an offline diarization

system where a resegmentation step is performed and an online diarization system where there is no
resegmentation step.

The results in [191] show the effect of accurate segmentation on a typical diarization system that uses an

i-vector approach. First, a supervector of statistics [195] is calculated and used to extract i-vectors via

factor analysis [50]. Principal component analysis (PCA) is then used to reduce the size of the i-vectors.

Finally, the i-vectors are clustered to give the complete diarization output. This clustering is performed

using k-means clustering on the cosine distance between i-vectors [196]. The CALLHOME American

English corpus of telephone speech [197] is used where only two speakers are present. The results are

taken from [191] and shown in Table 7.1. Table 7.1 clearly shows the importance of accurate speaker

segmentation for a typical diarization system. In particular, in the context of online diarization, which

has no resegmentation step, the DER can be reduced by almost half from 18.62% to 10.98% if oracle

speaker segmentation is used instead of uniform segmentation. These findings motivate the need for better

segmentation systems such as the approaches described in this thesis.

Furthermore, it has also been shown that these improvements can be mainly accredited to improved

handling of overlapping speech [192,198,199]. In [192], a diarization system that uses MFCCs as its input

feature is tested on 27 recordings of conference meetings, with the results highlighting that overlapping

speech and misclassifications in speaker segmentation accounted for an increase of 10.9% in the DER. An

analysis undertaken in [198] also showed that at least 40% of the DER, for five different diarization systems,

is due to mistakes made in the classification of short segments and segments that fall within 0.5 seconds

of a speaker change boundary; both of which can be improved by more accurate segmentation. [199] also

produced similar findings showing that some of the main contributing factors to overall DER were the

initial speaker segmentation and the consideration of overlapping speech. It was shown for a given system

that if one speaker was correctly identified during periods of overlapping speech, then the DER halved

from 19.11% to 11.19%. If the second active speaker was also correctly identified during this overlapping

period, the DER halved again to 6.56%. These results demonstrate the importance of dealing with

overlapping speech when carrying out the speaker segmentation task and, therefore, validates the focus of
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this thesis on improving speaker segmentation performance in the presence of overlapping speech.

It should, however, still be noted that in more recent years, with the emergence of DNNs, there has been

a shift away from deep learning methods that replace a single module in the pipeline of segmentation

followed by clustering to deep learning approaches that are fully end-to-end [60]. That being said, speaker

segmentation is still used today in many applications and improving the performance of segmentation

systems remains an active area of research.

7.2 Conclusions

7.2.1 Fundamental Frequency Tracking for Overlapping Speaker Segmentation

It has been shown on a well-established corpus of conversational speech that a F0 change is a strong

indicator of a speaker change. A F0 segmentation system has been proposed that uses a Kalman filter

prediction error-based approach based on a model of the temporal variation of the F0.

This F0 segmentation system has been extended to track the harmonic structure of voiced speech for the

task of overlapping speaker segmentation. This overlapping speaker segmentation system relies on a MHT

framework to track multiple speakers even when they are talking simultaneously. It was also shown that

the F0 estimates obtained by the proposed system can be used as an input feature for a neural network

which allows for the proposed method to be exploited as part of a multimodal approach along with other

features.

7.2.2 Fundamental Frequency and Direction of Arrival Estimation Tracking

for Overlapping Speaker Segmentation

It has also been shown that the proposed MHT framework can be exploited to track not only acoustic

features, such as F0, but also spatial features, such as the DoA. A novel MHT method that tracks both

the DoA and F0 of multiple speakers simultaneously has been developed.

It has been shown that this method can lead to an improved speaker segmentation performance over

tracking just one of these features alone.

7.2.3 Polynomial MUSIC for Overlapping Speaker Segmentation

A SSP-MUSIC approach, which is a polynomial extension of MUSIC, has been developed and explored.

In addition, some enhancements have been proposed for sound source localization. It has been shown that
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using SSP-MUSIC over conventional MUSIC for localization is advantageous in terms of its robustness to

noise and reverberation. However, in low reverberation and noiseless environments conventional MUSIC

achieves a similar performance at a lower computational complexity.

Finally, SSP-MUSIC has been applied to the proposed MHT framework which results in an improved

segmentation performance.

7.3 Suggestions for Future Work

7.3.1 Tracking Approaches

The MHT approach has been exploited in Chapters 3, 4 and 6. An interesting topic for future work

would be to explore different tracking approaches, including other traditional techniques, for example,

joint probabilistic data association (JPDA) filters [200] and the probabilistic multiple hypothesis tracking

(PMHT) [201].

This could then be extended to more recent tracking approaches that use DNNs for the task of object

tracking. This would include methods such as [202] which uses an end-to-end DNN to directly compute a

similarity score between pairs of detections and tracks for online multiple object tracking (MOT). In [202]

the main tracker is based on a recurrent neural network (RNN) model that aims to mimic a Bayesian

filter algorithm. Another approach introduced in [203] tracks bounding boxes using a Kalman filter and

associates each bounding box with its highest overlapping detection in the current frame using bipartite

matching. Many more approaches exist and a comprehensive overview has been given in both [204]

and [205].

In this thesis, a Kalman filter with a random walk model has also been heavily utilised to perform the

task of tracking. However, this is not the only tracking algorithm available. Other algorithms include

modifications to the traditional Kalman filtering method such as the extended Kalman filter (EKF)

and the unscented Kalman filter (UKF) [206]. More recently, probability hypothesis density (PHD)

filters [207] have been prevalent as they are able to recursively estimate both the number and the state

of a set of targets from the given observations. This work is developed in [208] where a von Mises

distribution, instead of the Gaussian distribution that is exploited in (5.2) from Section 5.2.5 on Page 66,

is used to model audio-source DoA estimates in conjunction with the variational expectation-maximisation

algorithm.
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7.3.2 Deep Learning and Neural Networks

In recent years there have been significant developments in deep learning approaches. To highlight how

this work could contribute to this body of research, a pitch feature was conceived in Chapter 4, that could

be used as an input to a BLSTM method [41]. In future work, it would be advantageous to explore these

types of input features in more detail, for example, creating a DoA feature from the work presented in

Chapters 5 and 6.

7.3.3 Polynomial Eigenvalue Decomposition for Speaker Counting

The PEVD MUSIC approach explored in Chapter 6 currently relies on the prior of knowing the number

of active speakers in a given recording. This work could, therefore, be extended to incorporate speaker

counting by evaluating the energy of each eigenvalue. The energy of eigenvalues corresponding to active

speakers should be much larger and, therefore, the rank of the eigenvalue matrix should be equivalent

to the number of active speakers in a given frame (an illustrative example showing how the rank of the

eigenvalue matrix relates to the number of active speakers can be seen in Fig. 6.2(b)).
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